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Editorial

Technology Integration: Refers to effective use of digital devices and other tools with proper 
planning for problem solving, deeper learning and understanding of various activities to achieve the 
targeted goals and objectives. Innovations in artificial intelligence, renewable energy, biomedical 
engineering, and materials science have transformed industries and improved quality of life. 
Artificial Intelligence (AI) and Machine Learning (ML), for instance, are revolutionizing how 
we approach problem-solving across various sectors, from autonomous vehicles to predictive 
healthcare. Renewable energy technologies are addressing the critical need for sustainable power 
sources, while breakthroughs in biomedical engineering are paving the way for personalized 
medicine and advanced prosthetics.

Technology Integration (TI) plays a vital role in the success of digitization. The integration of 
digital technologies with traditional engineering practices helps to enable more efficient, effective 
and sustainable solution. The advent of the Internet of Things (IoT) and the continued evolution of 
smart systems are enabling more efficient and responsive infrastructure, smart cities, and enhanced 
industrial processes. Moreover, additive manufacturing and 3D printing are not only streamlining 
production but also opening new avenues for customised components and rapid prototyping.

Technology Integration can be applied in various fields which include education, industry, healthcare, 
business, public services, environment, personal life, etc. In education sector, technology integration 
refers to the use of digital tools, software, and online resources to enhance the student learning 
experience and create interest amongst the students and prepares students for the future. 

Nanotechnology is another area with vast potential, offering advancements from drug delivery 
systems to stronger, lighter materials with enhanced properties. Furthermore, the intersection of 
biology and engineering, known as synthetic biology, is giving opportunities for bioengineering, 
including the creation of synthetic organisms designed for specific tasks such as bio-remediation or 
the production of biofuels.

While implementing Technology Integration, one may come across some challenges like a 
resistance to switch over to new technologies, lack of a common operating model, digital divide 
issues, privacy, physical split between digital and IT groups.

Change is essential, cannot be avoided for the growth.

New Delhi                  Editor

30th June 2024
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A Systematic Analysis of the Latest Developments in Organic, 
Inorganic and Ceramic Corrosion Protection Coatings

Audumbar Patkar*
 audumbar.patkar@vpmmpcoe.org

Arun Sargar
 arun.sargar@vpmmpcoe.org

ABSTRACT
Corrosion presents a widespread and expensive challenge that impacts both the economy and the environment. 
Protective coatings are essential in defending a variety of sectors from its harmful effects. This detailed survey 
examines the latest progress in protective coatings against corrosion, with a focus on organic, inorganic, and 
metal-based types. It delves into the basic principles of these coatings and how they act to prevent corrosion. The 
paper spotlights the latest innovations in organic coatings, including new mixtures, self-repairing features, and the 
application of nanotechnology. It also reviews advancements in inorganic and ceramic coatings, such as surface 
enhancement methods and the creation of organic-inorganic composite coatings. The discussion extends to the 
latest trends in metal coatings, which encompass alloy creation, eco-friendly alternatives, and advanced surface 
treatments. Methods for assessing coating efficacy and testing, like expedited corrosion trials, are also outlined. 
The paper illustrates the extensive use of protective coatings across different industries through case studies. It 
addresses the prospects and challenges in burgeoning fields like sustainable energy and the aerospace industry. In 
conclusion, the paper highlights the necessity for continuous research and the adoption of sophisticated materials 
for comprehensive corrosion protection, offering a crucial reference for those engaged in this field and directing 
future scholarly work.

KEYWORDS : Corrosion protection, Advancements, Corrosion protection coatings, Ceramic coatings, Organic 
coatings.

INTRODUCTION

Corrosion is a natural process primarily affecting 
metals and occurs due to chemical or electrochemical 

reactions with the environment, leading to material 
degradation. Its economic and environmental impacts 
are substantial, causing significant financial losses and 
environmental harm, particularly in industries like oil 
and gas, transportation, construction, and manufacturing. 
Corrosion-related failures can result in structural 
damage, equipment malfunction, and environmental 
pollution, posing safety risks and escalating economic 
consequences [1]. To combat these challenges, 
corrosion protection coatings are vital. These coatings 
act as barriers, preventing or slowing down corrosive 
processes by inhibiting contact between materials and 
corrosive agents. They find widespread application 
across industries such as oil and gas, automotive, 

construction, marine, and aerospace, protecting assets 
from corrosion and ensuring operational safety and 
longevity. Effective corrosion protection strategies are 
crucial for mitigating economic losses, safety hazards, 
and environmental degradation [2].

In summary, corrosion protection coatings act as 
vital defence mechanisms, preserving materials, 
infrastructure, and ecosystems from corrosive damage. 
In this review, we will explore recent advancements 
in corrosion protection coatings and their diverse 
applications in different industrial sectors.

The objectives include providing an overview of 
different coatings, reviewing recent advancements in 
each type, discussing testing methods, highlighting 
industrial applications, identifying future research 
avenues, and emphasizing environmental sustainability. 

Maharshi Parshuram College of Engineering
Velneshwar, Maharashtra
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Hybrid Coatings By combining elements of organic and 
inorganic compositions, hybrid coatings 
achieve a synergistic effect, enhancing 
corrosion resistance and overall 
performance for diverse applications.

Mechanism of corrosion protection coatings

Coatings provide corrosion protection through various 
mechanisms each tailored to counteract specific 
corrosion challenges. 

o Barrier Effect: This mechanism involves creating a 
physical shield between the substrate and corrosive 
agents, hindering their diffusion and reducing the 
corrosion rate [8].

o Sacrificial Protection: Coatings containing metals 
with higher electrochemical potential corrode 
sacrificially to protect the substrate [9]. This process 
selectively degrades the sacrificial layer, preserving 
the substrate’s integrity.

o Self-healing Properties: Some coatings incorporate 
components capable of autonomously repairing 
minor damage, ensuring continuous protection 
even in the presence of defects [10].

These mechanisms collectively demonstrate the 
multifaceted strategies employed by coatings to combat 
corrosion, prolonging material integrity and durability. 
Understanding these mechanisms is vital for effective 
corrosion management, guiding the selection and 
application of coatings tailored to specific environmental 
conditions and protection requirements.

Latest Developments in Organic Coating Technology

Inorganic and ceramic coatings are gaining prominence 
for their robust corrosion resistance, with advancements 
focusing on performance enhancement and surface 
modification techniques [18][19].

Advanced ceramic materials like zirconia and tungsten 
carbide exhibit exceptional resistance to high-
temperature corrosion and abrasive wear [20]. Thermal 
spraying techniques deposit dense and uniform coatings, 
enhancing corrosion resistance in harsh environments 
[21]. Enhancing Corrosion Resistance with Surface 
Modification: Innovative surface passivation and 
roughening techniques fortify inorganic coatings against 
corrosion by repelling corrosive agents and promoting 

This work aims to enhance understanding, showcase 
recent progress, and outline future challenges in 
corrosion protection coatings.

Essentials of Coatings for Corrosion Prevention

Corrosion protection coatings are essential for 
safeguarding materials, especially metals, against 
corrosion damage [3].

Types of Coatings

There are three main categories: organic, inorganic, and 
metallic coatings. Organic coatings create a protective 
film over the substrate, offering physical protection 
and strong adhesion [4]. Inorganic coatings, such 
as ceramics, resist high temperatures and chemical 
exposure by forming stable oxide layers [5]. Metallic 
coatings work via sacrificial or barrier mechanisms, 
corroding preferentially or physically obstructing 
corrosive agents [6, 7]. Each type offers unique 
properties, with organics providing barrier protection, 
inorganics offering resistance, and metallics providing 
sacrificial protection. Hybrid coatings combine features 
from both organic and inorganic varieties.
Table 1. Types of corrosion protection coatings

Coating Type Description
Organic 
Coatings

Comprising carbon-based polymers, 
these coatings create a robust barrier 
against corrosive environments, 
ensuring effective protection for the 
substrate.

Inorganic 
Coatings

Consisting of materials like metal 
oxides or ceramics, these coatings excel 
in resisting high temperatures and harsh 
chemicals, providing durable protection 
for various applications.

Metallic 
Coatings

These coatings, including alloy-based 
variants, offer sacrificial protection by 
corroding selectively, safeguarding the 
underlying substrate from corrosion-
induced damage.

Ceramic 
Coatings

Recognized for their exceptional 
hardness, thermal stability, and resistance 
to both wear and corrosion, ceramic 
coatings are ideal for environments 
requiring robust protective measures.
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stable oxide layer formation [22][23]. Hybrid coatings 
combining organic polymers with inorganic materials 
offer superior mechanical strength and resistance to 
environmental stressors like corrosion [24]. These 
coatings find applications in automotive and maritime 
industries [25].

Applications of corrosion protection coating

Corrosion protection coatings are essential across 
industries like oil and gas, automotive, and renewable 
energy, with successful applications demonstrated in 
case studies. Emerging sectors like renewable energy 
and aerospace present unique challenges, demanding 
coatings with advanced functionalities to withstand 
extreme conditions. Research focuses on developing 
innovative coatings using new materials, nanostructured 
coatings, and advanced deposition techniques to 
enhance performance and sustainability.

FUTURE SCOPE
The evolution of corrosion protection coatings 
emphasizes sustainability and efficiency, driven by 
advanced materials and eco-friendly technologies. 
Research focuses on nanomaterials, self-healing 
mechanisms, and eco-friendly formulations to enhance 
corrosion resistance. Multifunctional coatings aim to 
integrate corrosion protection with self-cleaning or 
anti-fouling properties. Challenges include scaling up 
lab research, ensuring sustainability, and promoting 
collaboration among stakeholders. Future directions 
prioritize durability, sustainability, and the development 
of organic corrosion inhibitors derived from renewable 
resources.

CONCLUSION
This review covers corrosion protection coatings 
comprehensively, addressing principles, innovations, 
applications, and future trends. It stresses the economic 
and environmental importance of coatings in preventing 
losses and ecological harm. Coatings act as barriers 
against corrosion, with advancements in organic, 
inorganic, and ceramic coatings. Notable progress 
includes novel formulations, self-healing abilities, 
and nanotechnology integration, especially in organic 
coatings. Inorganic and ceramic coatings focus on high-
temperature resilience and surface modifications. Hybrid 

coatings combine organic and inorganic elements for 
enhanced protection. Case studies highlight coating 
effectiveness in industries like oil and gas, automotive, 
and aerospace. Future directions include advanced 
materials like nanomaterials and eco-friendly coatings 
with self-cleaning properties. Collaboration and 
innovation are key to advancing corrosion protection 
coatings sustainably.
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ABSTRACT
Graph theory has applications in a wide range of fields. Graph theory involves various types of graphs, theorems 
related to them, various algorithms. Graph theory has applications is field like Computer Science, Engineering, 
Biology, Social Network, Operation Research etc. This research paper discusses about various concepts in graph 
theory and fields or real-life situations where we can apply them.

KEYWORDS : Graph, Eulerian graph, Hamiltonian graph, Graph coloring, Flow theory.

INTRODUCTION

Graph Theory is branch of Mathematics which deals 
with the study of graphs, which are mathematical 

structures used to model pairwise relations between 
objects. These objects are represented as vertices, and 
the relations between them are represented as edges. 
The diverse nature of graphs, characterized by their 
structure, properties, and applications, has led to the 
development of various types of graphs, algorithms, and 
theorems. These different types of graphs, algorithms, 
and theorems are tailored to specific applications 
based on their unique characteristics. From directed 
and undirected graphs to weighted and unweighted 
graphs, each type serves distinct purposes in modeling 
real-world systems. This research paper discusses 
four distinct aspects of graphs and their applications, 
showcasing the versatility and significance of graph 
theory across different domains.

Eulerian Graph

A Eulerian graph is a graph where every vertex has 
an even degree. The study of Eulerian graphs played 
a pivotal role in the development of graph theory as 
a mathematical discipline. Eulerian graphs are named 
after the Swiss mathematician Leonhard Euler, who 
in 1736, while solving the famous Seven Bridges of 
Königsberg problem, introduced the concept of Eulerian 
paths and circuits. 

The Seven Bridges problem involved determining if 
a path exists that cross each of the seven bridges in 
Königsberg exactly once and returns to the starting 
point. Euler approached this problem by abstracting it 
into a mathematical structure now known as a graph. In 
Euler’s formulation, vertices represented landmasses, 
and edges represented bridges. [Fig.1]

Fig. 1

APPLICATIONS
Transportation Networks

Eulerian graphs are used in analyzing traversal paths 
within networks because of their unique properties. 
By representing a network as a Eulerian graph, one 
can determine if there exists a Eulerian circuit or trail 
that covers all edges exactly once, which is crucial for 
efficient traversal.[4]

In a transportation network with multiple delivery 
stops, Eulerian graphs can be used to analyze traversal 
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Algorithms like minimum cost flow and network flow 
optimization are used to model and analyze supply 
chain networks, ensuring smooth operations and timely 
deliveries.

CONCLUSION 
This research paper delves into fundamental graph 
theory concepts and their practical applications, 
fostering interest and enhancing understanding. 
Eulerian graphs optimize traversal paths, Hamiltonian 
graphs solve optimization problems like the Traveling 
Salesman Problem, and graph coloring aids in efficient 
organization. Additionally, flow theory optimizes flow 
in networks, improving decision-making and reducing 
costs in transportation and supply chain management. 
Studying concepts in this manner may generate interest 
in the subject and clarify concepts in a better way.
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paths and find optimal routes for delivery vehicles. 
The Eulerian circuit in such a graph would represent 
an efficient route that covers all stops exactly once, 
minimizing travel time and fuel consumption.

Circuit Design

In electrical engineering, Eulerian graphs are used to 
design circuits with specific connectivity requirements. 
The concept of Eulerian circuits helps ensure that all 
components in a circuit are connected efficiently.[5]

Flow Theory

Flow theory deals with the study of flows within 
networks represented as graphs. It involves modeling 
the movement or transfer of quantities, such as fluids, 
data packets, or resources, through interconnected 
nodes and edges in a graph.

A graph is used to represent the network, where nodes 
(vertices) represent entities like sources, sinks, or 
intermediate points, and edges represent connections 
or paths between nodes. Each edge in the graph has a 
capacity, which signifies the maximum amount of flow 
that can pass through it.

APPLICATIONS
Supply Chain Management

Supply Chain Management applies graph theory with 
flow theory concepts to optimize the flow of goods, 
resources, and information through the supply chain 
network. This approach helps reduce costs, improve 
efficiency, and enhance decision-making in logistics, 
inventory management, and distribution planning. 
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ABSTRACT
Elliptic curves defined over rings extend the traditional study of elliptic curves beyond fields. The foundational 
work on elliptic curves are initially developed over fields but the extension to rings offers new perspectives and 
applications in algebraic geometry, number theory, and cryptography. We investigate the structure of an elliptic 
curve defined over a ring, particularly in the context of the huff form and definitions based on rings. The present 
work involves the analysis of certain fundamental properties of the special ring.  In this paper we generalized the 
general huff curves over special ring and after defining the huff form over the ring, we study the essential properties 
such as an addition and isogeny formula etc. So, the study of elliptic curves over the ring structure will provide a 
broader range of isogeny-based cryptography. We have provided the brief analysis of algebraic complexity of these 
formulas and the future work are also discussed.

KEYWORDS : Elliptic curves. Supersingular elliptic curves. Elliptic curve cryptography.  Isogenies. Polynomial 
ring. Post-quantum cryptography.

INTRODUCTION

The study of an elliptic curves has a wide history 
in algebraic geometry and number theory dating 

back to the around 19th century. Major progress in 
the study of elliptic curves over finite fields occurred, 
ultimately resulting in the independent proposals 
of the elliptic curve cryptosystem [17, 21]. The 
traditional representation of elliptic curves often uses 
the short weierstrass form, but different forms have 
been explored for faster scalar multiplications. In the 
literature, it has been noted by researchers that for faster 
scalar multiplications, there have been different forms 
of elliptic curves explored. Since, the foundational 
work on ECs is initially developed over finite fields, 
the extension to rings offers new perspectives and 
applications in algebraic geometry, number theory, and 
cryptography. ECs defined over the finite fields work 
as a foundation in isogeny-based cryptography. In 
literature, it has been noted by researchers [6,14] that 
that ECs in terms of isogenies can also become good 
candidates to provide security for near term quantum 

cryptosystems. So, the study of elliptic curves over the 
ring structure can provide a broader range of isogeny-
based cryptography. One of the elliptic curves that has 
gained the attention of researchers is the Huff form 
[15] developed an EC model introduced by Huff [13] 
to study a diophantine problem and later Wu and Feng 
[30] introduced the General Huff curves. Chillali [1] 
presented work on ring Fq [q], en = 0. Kumar et al. [19] 
proposed cryptographic schemes based on ECs over 
ring. Recently Grini et al. [12] also presented twisted 
hessian curves cryptography over the local ring. In this 
paper we study the General Huff Curves over ring Fq 
[q], e2 = 0 and fundamental properties.  

PRELIMINARIES
In this section we shall discuss the fundamental concepts 
related to special rings and general huff curves.

Ring : Rn Let  be an odd prime number and   represent 
an integer such that n ≥ 2. Consider the quotient ring   

where is the finite field of characteristic and   
elements. Then the ring Rn may be identified to the ring 
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field

First, we take the left part of the above equation

  (3)

Similarly, we can compute the right side

 (4)

Now from equations (3) and (4) we get,

where

     

   

Addition formula for  

The combining of two points on an EC is a fundamental 
process in elliptic curve cryptography, serving as a vital 
operation in numerous cryptographic protocols. Here 
we derive the addition formula for the general Huff 
curve defined over ring.

Theorem 2 Let P, q, a and b points on general Huff 
curve defined over ring R2 then addition P + Q = R (xr, 
yr)  of two points P, Q defined as below:

Proof  and  
be two point of general huff curve defined over ring R2. 
Put the values of P and Q in the equation (1) and (2), 
we get

Fq [e] where en [1].

In other word,

then ring Rn can be defined as

Huff elliptic curve: Huff models for ECs were first 
introduced by Joye et al. [15]. The generalised form 
of Huff curves is proposed by [30]. The equations for 
General Huff curves are as follows:

Addition formula: On the General Huff curve, the 
addition of two points   [30] where   and   can be defined 
as:

   (1)

   (2)

PROPOSED WORK
In this section, first we study the structure of the general 
huff curves over a ring. Then we find out the addition 
formula for this structure because combining two points 
on an EC, an essential procedure in cryptographic 
contexts, Furthermore, we derive the doubling formula 
after using the compression function of degree 2.

Theorem 1 Let p be an odd prime number and n represent 
an integer such that n ≥ 2 . Then the general huff curve 
over ring R2 denoted by  is defined as follows:

where

   

   

Proof  We know that the general huff curve defined over 
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 (5)

 (6)

First, we solve

     

Now put these values in equation (5), we get

Similarly, the second coordinate

Construction of Isogeny over structure of General 
Huff curves defined over Ring  R2

Isogeny is a special type of morphism that occurs 
between elliptic curves, which are algebraic geometric 
structures applied in the field of cryptography. So, in 
this section, we derive the construction an isogeny for 
General Huff curves over a ring structure.

Theorem 4 Let G be the kernel of an isogeny and the 
set of points . Then φ 
is a l– isogeny with kernel G from  to the curve 

  where  and , with  and  

, is given by

where

Proof.  Put the values of x, y, αi, βi, a and b are in the 
following formula [22]

Then

     (8)

First, we solve these values,

Let

Next, we solve the denominator part of first coordinate

Let 

Then, 
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Similarly, we can compute the numerator and 
denominator parts of the second coordinates, 
respectively

Now, put the values of first and second coordinates in 
equation (8), we get

COMPUTATION
In this section we compute total operations counts of 
addition, doubling and isogeny formulae for General 
Huff curves over ring. Let C, M and S denote by constant, 
multiplication and squaring in ring respectively. So, 
total operation counts for addition, doubling after using 
compression function and isogeny formulas are given 
in following table:
Table 1. Total operations counts for different formulae

S.No. Formulas Operation Counts
1. Addition 20M + 13A + 6C + 2I
2. Isogeny (8s+4) M + (14s+2) A + 2S + 

12sC + 2I

CONCLUSION AND FUTURE WORKS
In this work, we study General Huff curves defined over 
a special ring  as well as associated properties such as 
addition and isogeny formula. For isogeny, we start 
with Moody and Shumow’s work as a basis formula and 
derive an isogeny formula for this curve defined over 
a ring. Finally, we compute the total operation counts 
for derived formulas. This paper opens numerous 
possibilities for future research. We can improve the 
addition and isogeny formulas by using projective 
coordinates and projective curve coefficients. One 
notable area is the need for additional research into the 
computational efficiency of the Huff form, especially 
when compared to alternative representations of elliptic 
curves models.
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ABSTRACT
The ZnO and CIGS-ZnO composite thin films were deposited by simple and cost-effective spray pyrolysis 
technique by using aqueous solution of 0.5 M Zinc acetate and mixture of CIGS and Zinc acetate solution onto 
the glass and FTO substrates. The CIGS concentrations were varied such as 0.005, 0.0075, 0.01, 0.0125 g/40ml 
of solution for the depositions of CIGS-ZnO nanocomposites. XRD analysis confirms the formation of ZnO and 
CIGS-ZnO nanocomposite. The granular surface morphology is observed for ZnO while large grains of CIGS with 
tiny ZnO nanograins are observed for CIGS-ZnO nanocomposite. The optical studies shows that a UV absoption 
edge for ZnO while CIGS-ZnO thin films shows the good absorption in visible region. The PEC performance of 
ZnO and CIGS-ZnO film is observed. The efficiency of ZnO and CIGS- ZnO thin film is found to be 0.004% and 
0.04%. The addition of CIGS increases the efficiency.

KEYWORDS : Spray pyrolysis, ZnO, CIGS, PEC.

INTRODUCTION

Zinc oxide thin films are widely used in solar cells 
from many years. In recent year the new material 

Copper Indium Gallium selenide (CIGS) becomes a 
promising material for the solar cell application. The 
lab Efficiency of CIGS solar cell goes beyond 21%. 
[1,2]. The solar radiation reaching earth surface has 
high intensity in visible region. CIGS and ZnO has 
absorption peak in visible and UV region of solar 
spectrum respectively. In this work we develop CIGS- 
ZnO composite thin films for reducing the band gap of 
ZnO, So that it can absorb radiation in both UV and 
Visible region. The synthesis of CIGS-ZnO thin films are 
done by Spray Pyrolysis Technique. The effect of CIGS 
concentration on absorption of radiation is investigated. 
The PEC performance of CIGS –ZnO composite thin 
film showing best absorption is compared with PEC 
performance of ZnO thin film.

EXPERIMENTAL DETAILS
Optimisation of Parameter for ZnO thin film 
deposition

The ZnO thin film is deposited by using aqueous solution 
of 0.05M Zinc Acetate [3,4]. The various parameters 
like substrate temperature, spray rate, substrate to 
nozzle distance are optimised for ZnO deposition. The 
optimised value of this parameter is given in table 1.

Deposition of CIGS-ZnO composite thin films

The CIGS – ZnO composite thin films are deposited 
by mixing CIGS nanoparticles in precursor solution 
of 0.05M Zinc Acetate. The concentration of CIGS 
is varied from 0.0050 g to 0.0125 g. The optimised 
parameter from table 1 is used at time of deposition. 
The nomenclature is done for deposited films as C1 C2, 
C3, and C4 for CIGS concentration of 0.0050, 0.0075, 
0.0100 and 0.0125g respectively.
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Fig 2 XRD pattern for CIGS - ZnO

3.2. SEM - The Fig 3. & 4 Shows SEM images for ZnO 
and CIGS-ZnO (C4) composite thin films, respectively. 
The uniform granular morphology is observed for both 
films. The CIGS nanoparticle are located in between the 
ZnO nanoparticles with large grain size. The average 
grain size 20-25 nm for ZnO and 70-75 nm is observed 
for CIGS-ZnO composite thin film.

Fig 3 SEM image for ZnO thin film

Fig 4 SEM image for CIGS- ZnO film

Table 1: Optimised parameter for thin film deposition

Parameter Value
Deposition method Spray pyrolysis
Precursor solution 0.05 [M] Zinc Acetate
Precursor Volume 40 [ml]
Substrate temperature 450 [degree celcius]
Substrate to nozzle distance 20 [cm]
Substrates Glass And FTO
Spray rate 3 [ml/min]

Characterisation

The XRD and SEM are used for confirmation of 
formation of ZnO and CIGS-ZnO composite thin 
films. The contact angle measurement is used to check 
hydrophilic and hydrophobic nature of thin films. The 
UV - Visible spectroscopy is used for study of absorption 
spectrum and band gap calculation. The CIGS- ZnO 
composite thin film showing best absorption is used for 
comparison of efficiency in PEC performance with ZnO 
thin film.

RESULT AND DISCUSSION
XRD

The XRD analysis of deposited films confirms the 
deposition of the ZnO and CIGS –ZnO composite thin 
films. Fig 1 & 2 shows the XRD pattern for ZnO and 
CIGS – ZnO composite fims. The XRD patterns were 
oriented in (100), (002), (101), (102), (110), (103) and 
(112) planes.[5] The oriented XRD data are exactly 
matched with JCPDS (Card No. 36-1451) for ZnO and 
(Card No. 35-1102) for CIGS . The diffraction peaks 
positioned at 2θ=31.96°, 34.53°, 36.29°, 56.74°, 62.95°, 
and 68.32° for ZnO and 2θ=26.5° for CIGS.[6]

Fig 1 XRD pattern for ZnO
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UV

Visible Spectroscopy - The UV-Vis spectroscopy is 
used to study the absorption spectrum of films and to 
calculate the band gap energy. It is observed that for 
CIGS-ZnO composite thin film C4 has maximum 
absorption in UV-Visible region than C1-C3 films. The 
fig 5 Shows comparison for absorption spectra of ZnO 
and C4 films. It indicates that CIGS- ZnO thin film C4 
has better absorption than ZnO thin film. The band gap 
is calculated from Tauc plot. The band of 3.29 eV is 
observed for ZnO and for C4 film it is 3.14 eV.

Fig 5 Absorption spectra for C4 anf ZnO thin film

Contact angle measurement

The contact angle is measured with respect to water. The 
contact angle observed for films C1, C2, C3, and C4 are 
128.10, 107.60, 75.80, 50.90 respectively. It is observed 
that contact angle is decrease with increase in CIGS 
concentration, it indicates film possess hydrophobic to 
hydrophilic in nature.

PEC performance

Fig 6 IV characteristics curve for ZnO thin film

Fig 7 characteristics curve for C4 thin film

As C4 film best absorption spectrum in UV-Visible 
region. We choose C4 film for comparison of PEC 
performance with ZnO thin film.The fig 6&7 shows the 
I-V characteristics of ZnO and CIGS-ZnO composite 
film (C4). The PEC performance is checked against the 
graphite electrode and 0.5M Sodium sulphate is used as 
electrolyte. The input power is Pin = 30 mW/cm2.

The efficiency and FF is calculated by formula [1]

The observed parameters are given in table 2 below for 
ZnO and CIGS-ZnO Composite thin films.
Table 2 Parameters for C4 and ZnO film

CONCLUSION
We synthesise the ZnO and CIGS -ZnO composite 
thin film by Spray pyrolysis technique.The XRD and 
SEM analysis confirms the formation of ZnO andCIGS- 
ZnO thin film. Then we investigate the effect of CIGS 
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concentration on the absorption spectrum. In the 
study of absorption spectrum we found C4 film shows 
significant change in absorption in visible spectrum 
region. Band gap is calculated for ZnO and C4 film the 
value of band gap of C4 is lower than ZnO thin film. 
From this result C4 film is selected for comparison of 
PEC performance with ZnO thin film. The efficiency is 
calculated using PEC performance and it is found that 
C4 film shows high efficiency than ZnO thin film. In 
conclusion, the addition of CIGS nanoparticale increase 
the efficiency in PEC performance.
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ABSTRACT
The increasing demand for infrastructure development, propelled by population growth, has resulted in increased 
reliance on aggregates and cement, contributing to elevated levels of carbon emissions and intensified resource 
extraction. This research focuses on advancing the sustainability of concrete by incorporating fly ash, silica fumes, 
and revised coarse aggregates. Concrete batches with a consistent water-cement ratio of 0.4, underwent thorough 
evaluation through compressive strength tests after 7, 14 and 28 days of curing. The quantity of revitalized 
aggregates was varied at 0% to 30% with natural aggregates, and the replacement levels for OPC 53 with Fly Ash 
ranged from 0% to 25%, and Silica Fume was added at 3% and 15% of the cement weight. The concrete was cured 
for 7 and 28 days, following a design mix of the M40 type. The maximum compressive strength observed after 7 
days of curing was 39.56N/mm², and at the end of the 28-day curing period, it increased to 56.67 N/mm². The study 
concluded that the optimum percentage of replacement for maintaining compressive strength was achieved after a 
28-day curing period, as further partial replacements tended to significantly change the strength.

KEYWORDS : Fly ash, Silica fume, RCA-revitalized coarse aggregate, Compressive strength test.

INTRODUCTION

Choosing a material that adheres well to other 
materials is essential for the development 

of a sturdy structure. It is also critical to select 
environmentally friendly materials that do not require 
extensive excavation. This study examined the use of 
waste from several industries, including silica fume, 
ash from power plants, and recycled materials from 
former construction sites. They incorporate some of 
these waste products into standard materials instead of 
using them completely to observe how they impact the 
building material’s strength and other characteristics. 
The purpose and materials chosen for a structure 
determine its costs. This study investigates the effects 
of varying the proportions of materials such as cement, 

ash, silica, sand, and recycled materials on building 
strength and cost. Because silica fume and ash are more 
readily available and act as supplimentory cementitious 
material, which is good at binding things together, they 
are gradually taking on the role of cement. The purpose 
of this study is to determine how the combination of 
various waste materials affects the durability and 
strength of the structure. The objective is to find a way 
to construct affordable and environmentally friendly 
products. 

G. Murali [1] highlights the environmental benefits 
of recycling construction waste but notes that using 
recycled aggregate in concrete reduces its strength. 
Amlathe [2] investigated the impact of recycled 
aggregates, fly ash, and silica fumes on concrete 
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Fly Ash (FA) 

Fly ash, a coal power plant byproduct, boosts cement-
based products in road construction, endorsed by the 
Federal Highway Administration for applications such 
as embankments and mine fills.

Silica Fume

Silica fume, a byproduct of silicon production, enhances 
concrete strength and durability and requires careful 
handling during placement, finishing, and curing by 
contractors.

Revitalized Coarse Aggregate 

Revitalized Coarse Aggregates (RCAs), obtained by 
crushing concrete from demolition, act as sustainable 
alternatives to natural aggregates, contributing to eco-
friendly construction in various applications.

Mix proportion and specimen

i. A detailed experimental process involved the 
creation of Twenty-Seven unique concrete mixes, 
each featuring different replacement levels: 5% to 
25% for fly ash (FA) substituting cement, 3% to 
15% for silica fume (SF) replacing cement, and 0% 
to 30% for revitalized coarse aggregate replacing 
regular coarse aggregate. The decision to maintain 
a constant water-to-cement (w/c) ratio of 0.45 
was deliberate to ensure consistency and enhance 
the overall strength and durability of the resultant 
concrete. Importantly, the inclusion of silica fume 
(SF) in the mixes served the dual purpose of 
improving the concrete’s pore structure and acting 
as a filler to augment its density.

ii. A comprehensive summary of the distinct mixture 
proportions is compiled for easy reference. The 
assessment of these concrete mixes focused on 
measuring the compressive strength using standard 
150 mm × 150 mm × 150 mm concrete cubes. 
These cubes underwent a controlled curing process 
in water at a temperature of 20 ± 5°C for 7 and 
28 days. This systematic approach allowed for a 
detailed examination of the influence of different 
replacement levels on the strength and durability of 
concrete across various curing periods.

strength and found that varying proportions affected 
the compressive strength. Gopal [3] explored the 
resistance of geopolymer concrete to acid solutions and 
demonstrated its superior strength and mass retention 
compared with traditional concrete. Ranjodh Singh [4] 
addresses environmental concerns in cement production 
by partially substituting silica fume and recycled 
concrete aggregates, examining their effects on concrete 
strengths. Ajay et al. [5] discussed the use of microsilica 
(silica fume) in concrete to enhance the compressive 
strength with different percentages of substitution. 
Mustapha [6] examined the viability of using fly ash 
and silica fume as supplementary cementing materials 
in self-compacting high-performance concrete, 
achieving a higher compressive strength with specific 
replacements. Wagih et al. [7] explored the potential 
of recycled concrete aggregate in structural concrete to 
address Egypt’s increasing construction and demolition 
waste, noting its value but potential decrease in concrete 
quality compared to natural aggregate concrete. Falmata 
[8] studied self-compacting concrete with fly ash and 
silica fume and achieved improved strength with less 
cement. Seonguk Hong [9] proposes a non-destructive 
method using ultrasonic pulse velocity to estimate 
concrete strength over time. G. Karaiskos [10] reviews 
ultrasonic pulse velocity and other non-destructive tests, 
highlighting an innovative approach with embedded 
transducers. Lawson [11] explores the relationship 
between concrete compressive strength and ultrasonic 
pulse velocity, considering different mixtures. T. H. 
Panzera [12] demonstrated the versatility of ultrasonic 
pulse velocity in assessing various aspects of cement 
composites. Ndagi [13] evaluated the reliability of 
Ultrasonic Pulse Velocity testing for concrete quality, 
and suggested complementary tests. Kalyan [14] used 
ultrasonic pulse velocity to assess the impact of cracks 
on concrete strength by comparing the surface and 
interior cracks.

METHODOLOGY
Materials
Cement 
Concrete is produced by combining sand, gravel, and 
cement; adherence to IS:12269-1987 ensures OPC-53 
meets the prescribed strength standards in the Indian 
Standard Specifications after 28 days.
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TEST METHODS
1. Material Selection: Procure materials such as 

OPC grade 53, Fly Ash, Silica Fume, and Recycled 
Concrete Aggregates (RCAs).

2. Concrete Mix Design: Design mixes with 
varying percentages of supplementary materials 
and RCAs, maintaining a 0.4 water-cement ratio. 
The proportions were prepared to ensure uniform 
mixing. Cast specimens with different replacement 
levels of fly ash, silica fumes, and RCAs. We 
prepared M40 grade concrete.

3. Curing Conditions: Implementing controlled 
curing conditions to optimize concrete strength and 
durability. This involves subjecting the specimens 
to: During the first seven days, it is important to 
keep the concrete wet and at a steady temperature. 
This helps the concrete strengthen from the 
beginning, making it sturdy. Over the next 14 days, 
this process continued to strengthen the concrete. 
Maintaining this care for 28 days ensures that the 
concrete becomes as strong as possible, with the 
right structure and lasting performance.

4. Testing: Conduct a comprehensive range of tests, 
including compressive strength tests, which helps 
determine if the concrete is robust enough for 
construction and assesses its ability to withstand 
pressure without breaking. Durability assessments, 
such as ultrasonic pulse velocity tests, involve 
sending sound waves through concrete to evaluate 
its strength and quality. By measuring the speed of 
these sound waves, we can determine the integrity 
of concrete without causing any harm, ensuring that 
it meets the required strength and safety standards 
for use in construction.

Fig. 1. Casting of cubes

Fig. 2. Compression-testing machine

Fig. 3. Ultrasonic Testing Equipment

RESULT AND DISCUSSION 
Compressive strength based on different proportions 
of Fly Ash (FA), Silica Fume (SF), and Recycled 
Concrete Aggregates (RCA) in the concrete mix the 
compressive strength outcomes for various mixes 
are Mix 1, comprising 6% Fly Ash, 3% Silica Fume, 
and 6% RCA, demonstrated a concrete compressive 
strength of 46.66 MPa. The following mixes, featuring 
different proportions of FA, SF, and RCA, exhibited 
varying strengths, revealing the complex interplay 
of these components on concrete performance. For 
instance, Mix 3, with 5% Fly Ash, 9% Silica Fume, and 
18% RCA, achieved the highest compressive strength 
at 56.67 MPa. In contrast, Mix 6, incorporating 5% 
Fly Ash, 15% Silica Fume, and 30% RCA, displayed 
a comparatively lower strength of 31.55 MPa. These 
results underscore the intricate relationship between the 
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composition of supplementary materials and recycled 
aggregates, shedding light on the optimization challenges 
for sustainable and robust concrete formulations.

Fig. 4. Compressive Strength Graph

From the fig. 4. Graph it is observed that the UPV is more 
than 4000 m/s for mixture proportions. For instance, 
Mix 6, with 5% Fly Ash, 15% Silica Fume, and 30 % 
RCA, and Mix 16, with 15% Fly Ash, 15% Silica Fume, 
and 12% RCA achieved the highest velocity at 5172 
m/s and 5361 m/s resp which indicates high strength 
and durability of the specimen. 

Fig. 4. UPV Test Result Graph

CONCLUSION
Following the substitution of a portion of OPC with FA 
Silica fume and the replacement of natural aggregates 
with varying proportions of recycled aggregates, the 
results indicated the following.

l A total of 27 sets were established to explore 
various mix combinations, all of which exhibited 
satisfactory outcomes at both the 7 and 28-day 
intervals.

l After 7 days, the highest compressive strength 
recorded was 39.56 N/mm2, while after 28 days, 
it reached 56.67 N/mm2. These strengths were 

observed in a mix containing 18% recycled 
aggregate, 5% fly ash, and 9% silica fume. In 
comparison, plain concrete demonstrated strength 
of 28 N/mm2 at 7 days and 45.93 N/mm2 at 28 
days.

l Comparing groups, most show similar compressive 
strength, while some have slightly lower values. 
However, replacing more than 20% of recycled 
aggregate with natural aggregate, and replacing 
more than are 15% for fly ash, 9% for silica fume in 
cement results in decreased compressive strength.

l Cost reduction has been achieved through the 
replacement of cement and coarse aggregate with 
fly ash and recycled aggregate, accompanied by the 
addition of silica fume.
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ABSTRACT
Plastic waste has become a significant environmental concern globally, with its disposal posing serious challenges. 
In response, the utilization of recycled plastic in construction materials has gained attention as a sustainable solution. 
This abstract focuses on the development and utilization of plastic paver blocks as an eco-friendly alternative to 
traditional paving materials. These blocks are manufactured by incorporating recycled plastic alongside traditional 
construction aggregates, resulting in durable, cost-effective, and environmentally friendly paving solutions. 
The abstract discusses the manufacturing process, properties, and potential applications of plastic paver blocks, 
emphasizing their role in mitigating plastic pollution and contributing to sustainable infrastructure development. 
Additionally, the abstract explores the economic and environmental benefits associated with the adoption of 
plastic paver blocks, including reduced carbon footprint, conservation of natural resourses, and promotion of 
circular economy principles. Overall, plastic paver block represent a promising a venue for addressing both plastic 
waste management and sustainable construction needs, offering a viable solution for enhancing the resilience and 
sustainability of urban infrastructure.

KEYWORDS : E-waste, Plastic paver block, Recycling, Aggregates.

INTRODUCTION

The electronics industry is undoubtedly the largest 
and most innovative sector of its kind globally. 

However, with the staggering amount of electronic 
items shipped annually, a concerning issue arises post-
usage: electronic waste. E-waste comprises hazardous 
heavy metals, acids, toxic chemicals, and non-
degradable plastics. Unfortunately, a significant portion 
of e-waste ends up either dumped, burned, or exported to 
recyclers, with about 75% of it left uncertain regarding 
its fate. This uncertainty includes possibilities like 
refurbishment, re-manufacture, reuse, or simply being 
left as junk, cluttering spaces in homes, apartments, and 
industrial facilities. 

Historically, many e-recyclers have exported toxic 
materials such as leaded glass, circuit boards, and 
mercury lamps, mainly to regions like China, Africa, 
and India. However, the dismantling process of e-waste 
is labor-intensive and often hazardous, involving 

practices like shredding, tearing, and burning. In 
countries like China and parts of India, where tons 
of e-waste accumulate, this process releases harmful 
smoke and dust particles containing carcinogens and 
other hazardous chemicals, leading to severe health 
issues like respiratory and skin diseases. 

The extraction of valuable metals from circuits, such 
as gold, platinum, and cadmium, involves burning 
the components. However, this process releases toxic 
emissions due to the presence of PVC and PCB coatings 
on wires, as well as carcinogenic carbon particles from 
toner cartridges. Despite the health risks, poverty drives 
some regions, like Guangzhou in China and Ghana, to 
continue handling e-waste, with China alone receiving 
about 70% of the world’s e-waste by 2007. 

The increasing accumulation of e-waste poses a 
significant threat to public health and environmental 
well-being. India, for instance, ranks fifth globally 
in e-waste generation, with approximately 2 million 
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plastic dumping, lowering greenhouse gas emissions 
via flue gas conversion, and decreasing concrete 
unit weight. Optimal replacement at 10% maintains 
concrete properties and compressive strength, with cost-
effectiveness improving as plastic content increases in 
paving blocks.[4] 

After curing, both regular and plastic concrete blocks 
are tested using Compression Testing Machine (CTM) 
to determine their compressive strength. Load is 
applied gradually until failure, with results indicating 
plastic blocks have higher strength than concrete ones. 
Plastic blocks exhibit similar finishing and appearance 
to concrete, making them suitable for heavy traffic 
areas like parks and footpaths. Utilizing waste plastic 
in block manufacturing aids in waste disposal Overall, 
plastic paving blocks offer a viable solution to reducing 
pollution, providing durable infrastructure, and 
effectively managing plastic waste.[5] 

The materials used in the study include aggregates, 
cement, water, and plastics, with aggregates tested for 
specific gravity and other properties. Ordinary Portland 
cement of 43-grade and IS: 456 – 2000 water were 
employed. Non-degradable plastics, primarily High 
Density Polyethylene (HDPE), were powdered for use. 
M20 concrete with waste plastics replacing aggregates 
at varying percentages was casted into 200 mm X 200 
mm X 60 mm paver blocks and tested for strength at 7, 
14, and 21 days. Lab tests assessed physical properties 
of cement, plastics, and aggregates, while paver blocks 
underwent curing post-casting.[6] 

Plastic waste, M-Sand, and quarry dust were utilized 
to cast paver blocks with varying mix ratios. The 
preparation process involved melting plastic, adding 
sand, molding, and drying. Compressive strength 
and water absorption tests were conducted, revealing 
plastic paver blocks outperform ordinary blocks in both 
strength and water absorption, making them a promising 
alternative for construction.[7] 

This comprehensive study focuses on the properties 
of ordinary Portland cement (OPC) of 43 grade and 
aggregates, crucial components of concrete. OPC 
conforms to IS 8112:1989 and is classified into 33, 43, 
and 53 grades based on strength. Sieve analysis evaluates 

tons generated annually and an undisclosed amount 
imported from other countries. To address this issue, 
innovative projects aim to incorporate e-waste into 
construction materials like cement for paver blocks and 
tiles. By utilizing e-waste plastic in varying proportions 
with cement, sand, and coarse aggregate, these projects 
strive to mitigate the accumulation of nondegradable 
waste while offering cost-effective alternatives to 
conventional concrete products. 

LITERATURE REVIEW
The study evaluated 75 samples across 5 batches 
with varying plastic:sand ratios. Results showed that 
PB2 batch had the highest compressive and tensile 
strengths, with decreased performance in subsequent 
batches due to increased sand content. Water absorption 
increased with sand content due to more voids. PB2 
batch exhibited the highest impact resistance. LDPE 
plastic with a ratio of 1:3 showed optimal results. LDPE 
waste used was 5-7mm with a specific gravity of 0.92. 
Mechanical properties were not significantly affected 
by plastic waste color.[1] 

The analysis concludes that waste plastics can 
effectively enhance pavement block production for rigid 
pavements. With 20% recycled plastics, the modified 
blocks maintain compressive strength comparable to 
conventional ones. This approach reduces construction 
costs, mitigates ecological burdens of plastic disposal 
methods like landfilling and incineration, and decreases 
block weight by 15%. Plastic pavement blocks prove 
economical and advantageous over concrete ones. 
Ultimately, utilizing recycled plastics in pavement 
blocks offers a sustainable solution to plastic disposal, 
significantly reducing environmental plastic pollution.
[2] 

Plastic paving blocks, designed to reduce pollution, 
match concrete counterparts in appearance and 
interlocking capability. However, their lower strength 
restricts heavy traffic use. Ideal for gardens and 
footpaths, they’re also employed in road infrastructure 
like leaning stones and side guards. Yet, with over 50% 
plastic content, they exhibit higher water absorption, 
exceeding 2%.[3] 

Utilizing shredded hospital plastic waste in concrete 
offers various benefits: reducing land requirement for 
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aggregate gradation, distinguishing between coarse and 
fine fractions. The Fineness Modulus (F.M.) indicates 
material coarseness. Compressive strength tests reveal 
OPC’s strength at 28 days. This meticulous investigation 
ensures the selection of suitable materials for concrete 
production, crucial for maintaining structural integrity 
and durability in construction projects.[8] 

Compressive strength tests were conducted on 
conventional and paving components incorporating 
E-waste. Paver blocks, with dimensions of 
270×120×60mm and 250×200×60mm, were assessed 
for strength at 3, 7, and 28 days. Cement bricks, made 
of a cement and sand mixture, offer high compression 
strength and durability, suitable for various construction 
applications.[9] 

EPS (Expanded Polystyrene) is widely utilized in 
construction to improve properties and reduce weight/
cost. Its use aids in waste management by reducing 
landfill space. While higher EPS percentages decrease 
compressive strength, an optimal 10% addition 
maintains strength comparable to conventional blocks. 
EPS also offers thermal insulation and lightweight 
construction benefits.[10] 

The compressive strength of concrete with E-waste 
as partial replacement for fine and coarse aggregate is 
analyzed. Up to 20% replacement maintains comparable 
strength to reference concrete. Beyond 20%, strength 
decreases significantly. At 7 days, E-waste content 
slows strength gain, with 10% replacement showing 
minimal decrease. At 28 days, strength fluctuates with 
replacement levels.[11] 

The plastic waste, LDPE (Low-Density Polyethylene), 
used for paver block casting was collected from the 
college canteen. LDPE properties include a melting 
point of 150°C, thermal expansion coefficient of 100-
200×10^-6, and a density range of 0.910-0.940kg/m³. 
Sand properties reveal a specific gravity of 2.52 and 
fineness modulus of 2.92. OPC 53 grade cement was 
utilized. Test specimens were prepared by heating plastic 
waste, mixing with other materials, and compacting. 
Compressive strength tests were conducted on plastic 
paver blocks, and water absorption and thermal tests 

were performed, indicating satisfactory properties for 
construction use.[12] Methodology 

Fig 1. Block Diagram 

Concrete Mix Design 

For M30 Concrete 

For Conventional concrete 

Proportion 1:2.04:3.65 

Volume of 1 paver block= 0.00123m3 

Dry volume of 15 paver block=0.028m3 

Therefore Quantity of Materials is as follows 

Cement :9.268 kg 

Sand : 19 kg 

Coarse Aggregate :34 kg 

Water =6 litres 

For M30 Concrete  

For concrete with plastic 

Proportion 1:2.04:3.29 

Volume of 1 paver block= 0.00123m3 

Dry volume of 15 paver block=0.028m3 

Therefore Quantity of Materials is as follows 

Cement :9.268 kg 

Sand : 19 kg 

Coarse Aggregate :30.6 

Plastic = 10% of Coarse Aggregate=3.4 Water =6 litres 
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RESULTS AND CONCLUSION

SR. NO. Duration Average weight of 
conventional paver 

block

Average weight of 
E-waste paver block

Average compressive 
strength of 

conventional paver 
block

Average compressive 
strength of E-waste 

paver block

3 Days 3.29 3.21 12.09 N/mm^2 8.31 N/mm^2 
7 Days 3.34 3.28 19.39N/mm^2 16.083 N/mm^2 
14 Days 3.33 3.22 26.42N/mm^2 19.523 N/mm^2 
28 Days 3.33 3.33 29.97N/mm^2 26.006 N/mm^2 
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ABSTRACT
This research examines the significant role of aggregate gradation in optimizing concrete compressive strength 
while maintaining workability with various combinations of gradations ranging from 60-40 to 40-60–aggregates. 
The choice of aggregate gradation greatly influences concrete performance, making it a crucial consideration for 
engineers and producers in fulfilling project-specific requirements. The study comprises extensive experimentation 
with different aggregate gradations in concrete mixtures, focusing on evaluating their compressive strengths and 
outcomes. The primary objectives involve determining the most optimal aggregate gradation for maximizing 
compressive strength, comparing the effects of various aggregate gradations on concrete strength, and assessing 
their interaction with workability. The experimental investigation involved two stages. First, the properties of 
cement, coarse aggregates, fine aggregates, slag sand, and M sand were analyzed for their physical and mechanical 
characteristics. Subsequently, following the M-25 grade standards per IS10262-2019, mix designs were 
implemented.

The results demonstrate promising findings, particularly achieving an average compressive strength of 41 MPa 
for M25 grade concrete using a blend of 50% slag sand, 50% M sand, and 50:50 gradations for 20&10 mm 
coarse aggregate. These results suggest a substantial improvement in strength, providing valuable insights into an 
optimized aggregate gradation mix that satisfies grade requirements.

KEYWORDS : M-Sand, Slag sand, River sand, 6mm aggregate, Gradation.

INTRODUCTION

Concrete plays a pivotal role in the construction 
industry, and the availability of suitable 

aggregates, particularly river sand, is crucial for its 
production. In India, the demand for construction 
sand has surged exponentially in recent years, driven 
by rapid urbanization, infrastructure development, 
and population growth. However, the overexploitation 
of riverbeds to meet this demand has led to severe 

environmental consequences, including erosion, 
depletion of the water table, and ecological imbalance.

Acknowledging the pressing need for sustainable 
alternatives, this study aimed to evaluate the suitability 
of alternative materials to river sand in concrete 
pavements to enhance concrete mixes. By exploring 
these alternatives, we sought to address the challenges 
posed by the scarcity of river sand and promote 
sustainable construction practices in India.
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compared to that made with natural sand. Similarly, 
H. M. A. Mahzuz et al. [2] investigated the potential 
of stone powder from crushing zones as an alternative 
to river sand in mortar and concrete. Their experiments 
revealed that mortar containing stone powder achieved 
higher compressive strength, and concrete incorporating 
stone powder also exhibited a significant increase in 
strength compared to river sand concrete.

Priyanka A. Jadhav et al. [3] investigated the hardened 
properties of mortar with varying percentages of M-sand 
replacement for river sand. They observed marginal 
improvements in the compressive strength, with the 
highest strength achieved at 50% replacement and 
specific mix ratios. Leonardo F. R. Miranda et al. [4] 
focused on recycled sand from construction sites for use 
in bedding mortar. They proposed suitable proportions 
of recycled aggregates in mortar production to achieve 
adequate bending and shear strength. Elavenil et al. [5] 
explored the properties of concrete made with M-sand 
as a complete replacement for river sand. Their findings 
indicated higher workability and compressive strength 
in M-sand concrete than in natural sand concrete. C. 
Nataraja et al. [6] investigated Granulated Blast Furnace 
Slag (GBFS) as a substitute for natural sand in mortar. 
They found that while the GBFS mortar exhibited 
lower initial workability, the use of a superplasticizer 
improved this aspect. The compressive strength at 28 
days varied with the replacement percentage, with 50% 
replacement showing comparable results to those of 
natural sand. Mohammed Nadeem et al. [7] studied the 
replacement of industrial slag as aggregate in concrete, 
observing increased compressive strength values with 
certain replacement percentages. J. Silva, J. Brito et al. 
[8] assessed red-clay and ceramic waste as replacements 
for sand in mortar production. They found that 20% 
replacement led to improved strength properties and 
reduced water permeability. 

OBJECTIVES
• To evaluate the physical properties of alternative 

materials (M-sand, slag sand, 6 mm) and compare 
them to river sand.

• To assess the physical and mechanical properties 
(compressive strength, flexural strength, etc.) of 
concrete mixes (M 25) incorporating alternative 
materials.

The crisis of sand scarcity in India has been emphasized 
by recent statistics. According to a report by the United 
Nations Environment Programme (UNEP), India ranks 
second globally in terms of sand consumption, with an 
approximated annual consumption of 1.35 billion metric 
tons. By 2025, it is projected that India’s sand demand 
will reach a staggering 1.5 billion metric tons annually. 
However, the availability of river sand is limited, and 
numerous rivers across the country are facing depletion 
due to extensive sand mining.

In response to this scarcity, researchers and industry 
experts have explored alternatives. Crushed stone 
dust, quarry dust, manufactured sand, and recycled 
aggregates have emerged as potential substitutes for 
river sand in concrete production. These alternatives 
have the potential to fulfill the necessary standards of 
strength, durability, and workability while reducing the 
environmental impact associated with sand extraction.

The objective of this study was to bridge the knowledge 
gap with regard to the feasibility of alternative materials 
for concrete pavements in India. By conducting 
extensive laboratory experiments and evaluating the 
physical, mechanical, and chemical properties of various 
alternatives, we aimed to determine their efficacy in 
enhancing concrete mixes. Additionally, this study 
sought to assess the performance of concrete pavements 
incorporating these alternatives, considering factors 
such as load-bearing capacity, abrasion resistance, and 
crack formation.

The findings of this study hold significant implications 
for the construction industry in India. They provide 
valuable insights for engineers, architects, and 
policymakers, enabling them to make informed 
decisions regarding the selection and design of concrete 
mixes. By adopting sustainable alternatives to river 
sand, India can address the environmental challenges 
associated with sand mining and ensure the availability 
of construction materials for future development. 
Previous research by B. V. Venkatarama Reddy et 
al. [1] evaluated manufactured sand (M-sand) as a 
substitute for river sand in concrete and mortar. They 
found that M-sand exhibited similar physical properties 
to river sand and led to higher compressive strength in 
both mortar and masonry. Concrete made with M-sand 
showed a notable increase in compressive strength 
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METHODOLOGY
Materials

1. To evaluate the physical properties of alternative 
materials (M-sand, slag sand, 6 mm) and   compare 
them to river sand.

The goal of this research is to evaluate the physical 
characteristics of alternative materials, such as M-sand, 
slag sand, and 6 mm aggregates, relative to conventional 
river sand. To accomplish this goal, a thorough review 
of the literature was conducted to identify important 
parameters and procedures. The samples of each 
material were obtained and prepared based on the 
pertinent standards. The experimental process will 
involve tests on particle size distribution, specific 
gravity, moisture content, and bulk density. All data 
collected will be analyzed using statistical methods to 
compare the materials. The outcomes will be presented 
in tables and graphs, followed by a detailed discussion 
of the results, conclusions, and suggestions.

2. To assess the physical and mechanical properties 
(compressive strength, flexural strength, etc.) of 
concrete mixes (M 25) incorporating alternative 
materials 

Various concrete mixes will be formulated using 
alternative materials while adhering to standard mix 
design principles. The specimens will be prepared, 
cast, and cured in accordance with established 
procedures. Subsequently, the hardened samples will 
undergo compressive and flexural strength tests using 
a suitable testing apparatus. The collected data will be 
analyzed statistically to evaluate the performance of the 
alternative material mixes compared to a conventional 
M 25 mix. The outcomes will be presented in tables 
and graphs, followed by a comprehensive discussion, 
conclusions, and recommendations.

3. Mix proportion and specimen

1. The study evaluated the effectiveness of alternative 
materials in concrete and mortar production 
by carefully choosing the mix proportions and 
specimens. The researchers examined different 
replacement percentages and mix ratios to 
determine their impact on the properties of the 
resulting mixtures.

Mix Proportions for Trial Number 1 Based on Aggregate 
in SSD Condition

Cement = 362 Kg/m3     
Water = 170 Kg/m3

Fine aggregate (SSD) = 728 Kg/m3  
Coarse aggregate (SSD) =1225 Kg/m3

Free water-cement ratio = 0.47

2. A comprehensive summary of the diverse mixture 
proportions has been prepared for easy access. The 
evaluation of these concrete mixes was conducted 
by measuring the compressive strength of standard 
150 mm × 150 mm × 150 mm concrete cubes. 
These cubes were subjected to a controlled curing 
process in water at a temperature of 20 ± 5°C for 7 
and 28 days. This methodical approach facilitated 
a thorough examination of the impact of various 
replacement levels on the strength and endurance 
of concrete across different curing durations.

TEST METHODS
1. Material Selection: Procured materials such as 

OPC grade 53, M-sand, Slag Sand, 6 mm sand, 10 
mm, and 20 mm coarse aggregates.

2. Concrete Mix Design: Design mixes with varying 
percentages of M- sand, Slag Sand, 6mm sand, 10 
mm and 20 mm coarse aggregates, maintaining 
a 0.47 water-cement ratio. The proportions were 
prepared to ensure uniform mixing. 

3. Curing conditions: Controlling curing conditions 
to optimize concrete strength and durability. This 
involves subjecting the specimens to the following: 
During the first seven days, it is important to keep 
the concrete wet and at a steady temperature. This 
helps concrete to strengthen from the beginning, 
making it sturdy. Over the next 14 d, this process 
continued to strengthen the concrete. Maintaining 
this care for 28 d ensures that the concrete becomes 
as strong as possible, with the right structure and 
lasting performance.

4. Testing: Conduct a comprehensive range of tests, 
including compressive strength tests, which help 
determine if the concrete is robust enough for 
construction and assess its ability to withstand 
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Fig. 4. M sand

RESULT AND DISCUSSION

 
Fig. 5. Compressive Strength Graph

l From the fig. 5. Based on the results, Proportion 
3, which consists of slag as the primary aggregate, 
appears to yield the highest compressive strength of 
41.48 MPa. However, the use of slag may be subject 
to availability and specific project requirements.

l Alternatively, Proportion 2, which includes a 
high percentage of M-Sand, also demonstrates 
competitive compressive strength at 38.22 MPa. 
M-Sand is often readily available and offers 
advantages in terms of consistent quality and 
reduced environmental impact.

pressure without breaking. Durability assessments 
such as ultrasonic pulse velocity tests involve 
sending sound waves through concrete to evaluate 
its strength and quality. By measuring the speed of 
these sound waves, the integrity of concrete can be 
determined without causing any harm, ensuring that 
it meets the required strength and safety standards 
for use in construction.

Fig. 1. Casting of cubes 

Fig. 2. Compression-testing machine

Fig. 3. Slag Sand
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l Therefore, depending on factors such as material 
availability, project constraints, and cost 
considerations, Proportion 2 (M-Sand 70%, 6mm 
Aggregate 30%) could be considered an optimum 
proportion for achieving high compressive strength 
in concrete mixes. However, further analysis 
considering other factors beyond compressive 
strength would be necessary to determine the most 
suitable proportion for a specific project.

CONCLUSION
The analysis of the compressive strength results for 
various concrete mix proportions provides valuable 
insights into the performance of different aggregate 
compositions. The following is a detailed conclusion 
based on these data.

1. Effect of Aggregate Composition

• The data demonstrate the significant impact of the 
aggregate composition on the concrete compressive 
strength. Mixtures containing alternative materials, 
such as slag and M-sand, exhibit competitive 
compressive strengths compared to traditional river 
sand mixes.

2. Performance of Alternative Materials.

• Proportion 3, which included slag as the primary 
aggregate, demonstrated the highest compressive 
strength of 41.48 MPa. Proportion 2, comprising 
a high percentage of M-Sand, also achieved a 
competitive compressive strength of 38.22 MPa.

3. Optimization Potential:

• Mixtures with higher percentages of fine 
aggregates, such as M-sand, generally exhibit 
higher compressive strengths. However, Proportion 
3 with slag showed promising results, indicating 
the potential for optimizing concrete mixtures 
using alternative materials.

4. Consideration of the Project Requirements

•  Selection of the optimum mix proportion depends 
on various factors such as material availability, 
project constraints, and cost considerations. While 

Proportions 3 and 2 demonstrate high compressive 
strengths, the availability and cost-effectiveness of 
slag and M-sand must be considered for practical 
applications.
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ABSTRACT
This paper presents a comprehensive investigation of the development of self- compacting concrete (SCC) for 
sustainable construction practices. This study encompasses the preparation and testing of 15 distinct concrete 
mixes, each varying in the replacement of cement with environmentally beneficial materials such as fly ash, silica 
fume, and metakaolin. Through experimental research involving casting and testing of concrete blocks, we aimed 
to strike a balance between the compressive strength, workability, and environmental impact.

Our findings revealed that among the tested mixes, the combination comprising 5% Fly Ash, 3% Silica Fumes, 
and 3% metakaolin demonstrated the highest compressive strength of 41.33 MPa. Furthermore, this optimal mix 
exhibited exceptional workability, characterized by a uniform flow time of less than 8 s and a slump flow diameter 
ranging from 800 to 850 mm. These results underscore the feasibility of utilizing supplementary cementitious 
materials to enhance both the mechanical properties and sustainability of SCC, thus offering a promising avenue 
for eco-friendly construction practices.

KEYWORDS : Fly ash, Silica fume, Metakaolin, Compressive strength Test, Sustainability.

INTRODUCTION

Self-Compacting Concrete (SCC) represents a 
revolutionary advancement in concrete technology 

that reshapes the norms of modern construction 
practices. Originating in response to the challenges 
posed by intricate architectural designs and densely 
reinforced structures, SCC emerged in the late 20th 
century, pioneered by Japanese innovators seeking 
materials capable of navigating complex formworks 
without mechanical consolidation. At its core, SCC 
embodies exceptional attributes that differentiate it 
from traditional concrete, notably, its unparalleled 
flowability. Through precise proportions of water, 
cement, and admixtures, SCC achieves a graceful, self-
leveling flow into congested formwork, eliminating 
the need for external compaction. SCC typically 
comprises high- quality aggregates, cement, water, 
and chemical admixtures, such as superplasticizers, 

which are crucial for reducing the water-cement ratio 
while maintaining optimal workability. Beyond its 
flowability, SCC exhibits stable cohesion, uniformity, 
and resistance to segregation, safeguarding its structural 
integrity without the need for manual or mechanical 
compaction. Remarkably, SCC’s strength of SCC 
remains uncompromised, allowing it to adapt to diverse 
construction applications from towering high rises to 
critical infrastructure components. 

The benefits of SCC extend beyond technical 
superiority, offering substantial reductions in labor and 
equipment requirements. Furthermore, its ability to 
yield flawless surface finishes satisfies the demands of 
contemporary construction aesthetics. The meticulous 
selection and proportioning of components, coupled 
with advanced mix designs, underscores SCC’s 
transformative influence of SCC on construction 
practices. SCC transcends its identity as mere 
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powder waste and granite cutting waste as substitutes 
for cement and natural fine aggregates in self- 
compacting concrete.[8] The Sustainable Preference 
Index (SPI) aids in selecting sustainable cementitious 
materials in construction, with GGBS 40% SCC having 
the highest SPI, making it 30.2% more sustainable.
[9] The study by Kanagaraj et al. investigates the 
sustainability of self- compactable lightweight 
geopolymer concrete (SCLGC) using Expanded Clay 
Aggregate, finding higher energy demand and CO2 
emissions with increased SH concentration.[10] The 
study by Azarhomayun et al. explores stability issues 
in self-compacting concrete, revealing that stability 
negatively impacts compressive strength, electrical 
resistance, and corrosion susceptibility.[11] The study 
predicts creep in self-compacting concrete beams under 
four-point bending stress, revealing increased limestone 
fineness improves mechanical performance and reduces 
delayed deformations, with American models being 
most accurate.[12] The study by Rojo-López et al. 
examined self- compacting concrete with limestone 
filler and metakaolin as partial replacements, revealing 
that ternary binders improved concrete’s sustainable 
performance.[13] Wang et al. developed a method for 
designing self-compacting recycled aggregate concrete 
(SCRAC) without tedious adjustments, offering design 
guidance for sustainable concrete containing recycled 
materials.[14] CO2 mineralization enhances the 
strength and durability of SCC, achieving 4.3% higher 
compressive strength and 1.88% higher compressive 
strength, reducing chloride ion penetration and carbon 
emission.

technological innovation, embodying a paradigm 
shift aligned with modern construction aspirations of 
efficiency, sustainability, and innovation. It bridges the 
traditions of the past with limitless possibilities for the 
future, asserting itself as an indispensable element in 
contemporary construction endeavors. The introduction 
of Self-Compacting Concrete (SCC) has revolutionized 
the construction landscape by eliminating the need for 
mechanical compaction and introducing a myriad of 
benefits.[1] Neeraja et al. highlight the use of recycled 
coarse aggregate in self-compacting concrete (SCC) 
to promote sustainable construction and address 
environmental concerns.[2] Kumar et al. explore 
the use of industrial waste in creating sustainable 
construction materials, emphasizing the importance 
of performance-based evaluations and the potential of 
biological approaches.[3] Kanagaraj et al. investigate 
the sustainability of self-compactable lightweight 
geopolymer concrete (SCLGC) using Expanded Clay 
Aggregate, finding higher energy demand and CO2 
emissions with increased SH concentration.[4] Prabhu 
et al.’s study explores using mining waste in self-
compacting concrete (SCC) to promote sustainability in 
construction, addressing challenges through numerical 
modelling.[5] Revilla-Cuesta et al. introduce a multi-
parametric classification for Self-Compacting Concrete 
(SCC) using sustainable raw materials, focusing on 
fresh properties like slump flow, viscosity, and blocking 
ratio.[6] Khan et al.’s research explores the use of 
glass powder, quartz powder, and limestone powder 
as Supplementary Cementitious Materials in Self-
Compacting Concrete for sustainable construction.
[7] The study explores the use of bone-china ceramic 
METHODOLOGY
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Fig.1.Flowable Concrete

Fig.2. Casting of blocks 

Fig.3. Compression Testing Machine

Fig.4.After testing in CTM

RESULT AND DISCUSSION
From fig.5. The compressive strength analysis reveals 
that Mix 1, with 5% Fly Ash, 3% Silica Fume, and 3% 
Metakaolin, showed the highest strength at 37.57 MPa. 
Mix 13, with 15% Fly Ash and the same supplementary 
materials, achieved 30.67 MPa. However, Mixes 4 and 
5, with 5% Fly Ash but higher Silica Fume, had lower 
strengths at 16.00 MPa. Higher Silica Fume content 
generally led to decreased strength, as seen in Mixes 
4, 5, 8, and 12. These findings highlight the importance 
of optimizing supplementary material proportions for 
desired concrete strength.

Fig.5. Compressive Strength Graph

From fig.6. The compressive strength analysis of 
various concrete mixes reveals that Mix 1, with 5% Fly 
Ash, 3% Silica Fume, and 3% Metakaolin, shows the 
highest strength at 41.33 MPa. Mix 7, containing 10% 
Fly Ash and 6% Silica Fume, also demonstrates strong 
performance at 31.56 MPa. Conversely, mixes lacking 
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materials like Fly Ash, Silica Fume, and 
Metakaolin optimizes maximum concrete strength, 
Mix 1 achieving the highest strength at 41.33 
MPa, highlighting the critical importance of 
meticulous mix design in self-compacting concrete 
formulations.

l Substituting cement with Supplementary 
Cementitious Materials effectively reduces 
the carbon footprint associated with concrete 
production, showcasing a sustainable approach 
towards environmental conservation.
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Metakaolin, such as Mixes 3, 8, and 12, exhibit lower 
strengths. Surprisingly, Mix 14, without supplementary 
materials, displays a lower strength of 33.78 MPa. 
These results emphasize the importance of optimizing 
mix proportions for desired concrete performance.

Fig.6. Compressive Strength Graph

CARBON FOOTPRINT
The carbon footprint, a measure of greenhouse gas 
emissions from human activities, can be reduced 
through sustainable practices, energy efficiency, and 
innovative technologies. The formula to estimate the 
carbon footprint of a material is generally calculated by 
multiplying the mass of the material by its associated 
carbon emission factor. The formula can be expressed 
as:

Carbon Footprint = Mass of Material (kg) × Carbon 
Emission Factor (kg CO2/kg)

Fig.7. Carbon footprint

CONCLUSION
l Self-Compacting Concrete is Flowable, Workable 

Concrete .

l Replacing cement by supplementary cementitious 
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ABSTRACT
On a global scale, lung carcinoma, more often known as lung cancer, ranks as the top cancer fatality. Tackling 
lung cancer is a highly intricate issue to resolve. Lung cancer patients have heightened susceptibility to SARS-
CoVID-19 infection, although early detection significantly enhances the chances of survival. In recent years, 
medical imaging system researchers have focused heavily on improving computed tomography (CT) for the 
detection of lung cancer. Consequently, there is a need to swiftly analyse, identify, categorize, and assess CT 
scans. This research proposes a technique for identifying and categorizing lung nodules (or lesions) through the 
implementation of a multi-strategy system. The SegNet architecture is employed for the purpose of segmenting CT 
scans, while the detection of lung cancer from CT images is accomplished by utilizing combined characteristics 
of HOG (Histogram of Oriented Gradients) and CNN (Convolutional Neural Network). In this study 2D CNN 
comprises three distinct CNNs that employ varying layers, kernels, and pooling approaches. Using a 2D Deep 
Ensemble CNN with HOG yielded a commendable outcome, with a combined accuracy of 96.5%, surpassing the 
accuracy of the baseline approach.

KEYWORDS : Lung cancer detection, Image processing, CNN, HOG, SegNet architecture, Gaussian filter.

INTRODUCTION

The World Health Organization reports that cancer 
ranks as the top cause of mortality worldwide, 

resulting in about ten million fatalities in 2022. In 
2021, lung cancer ranked as the second leading cause 
of mortality, resulting in 2.21 million new cases and 
1.80 million deaths [1]. As to the recent data by the 
World Health Organization, Lung Cancer has ascended 
from the ninth to the sixth position in the ranking of 
diseases with the highest mortality rates. Lung cancer 
is characterized by the uncontrolled proliferation 
of aberrant cells, known as nodules, in the lungs. 
The anomalous cells proliferate and give rise to 
neoplasms, impeding the normal functioning of the 
lungs. The primary catalyst for these modifications is 
the inhalation of noxious compounds or substances. 
Based on the cells from which the disease develops, 
small cell lung cancer (SCLC) and non-small cell lung 

cancer (NSCLC) are the two primary classifications for 
lung cancer. These varieties are handled differently and 
have their own unique traits. Nodules in the lungs are 
little growths of tissue that can be malignant or benign, 
additionally known as benign or cancerous nodules in 
the lungs. Tissues that are considered benign usually 
have a low risk of cancer and grow slowly, whereas 
tumors that are considered malignant grow quickly and 
can metastasize (spread to other bodies). An especially 
formidable challenge is the problem of lung cancer. 
Timely identification of lung cancer is crucial in 
order to minimize fatalities and significantly enhance 
the chances of survival. Radiologists employ non-
invasive diagnostic imaging techniques like computed 
tomography (CT) scans to get detailed pictures of the 
insides of the body, including the organs, soft tissues, 
blood arteries, and bones. A CT scan is the imaging 
modality of choice for screening for lung cancer. 
Diagnosing lung cancer relies heavily on the capacity 
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of lung cancer. But it can work in tandem with other 
systems to analyze lung cancer cases which has not be 
done before. The SegNet architecture is employed for 
the segmentation of CT scans in order to identify nodules 
in the lung. Also, lung cancer can be found on CT scans 
by combining the properties of HOG (Histogram of 
Oriented Gradients) and CNN (Convolutional Neural 
Network).

LITERATURE REVIEW
Recent research has introduced a range of advanced 
neural network structures for identifying and 
categorizing lung cancer in CT scans, employing 
different computational methods. 

In 2018, Fatema Tuj Johora et al. [1] came up with a 
way to use Support Vector Machines (SVM) and Back 
Propagation Neural Networks (BPNN) together to find 
lung cancer in CT scans. The suggested method works 
96.32% of the time in SVM and 83.10% of the time in 
BPNN.

In 2021, Sneha Balannolla et al. [2] came up with a 
way to divide up CT scans that uses the U-Net design. 
They also tested how well the VGG Net worked on 3D 
pictures from the LUNA 16 and LIDC-IDRI datasets. 
Both the U-Net and the VGG-Net results were used in 
the final findings.

Qi Dou et al. [3] developed a method. Multilevel 
contextual 3-D CNNs reduce lung nodule detection false 
positives. The suggested method is tested on LUNA 16. 
This paper proposes a multi-layered 3D ConvNet with 
Multi-level Contextual. The 3D convolutional layer 
scans the input image to collect complicated information. 
A 3D max-pooling layer selects the maximum value in 
each local region to reduce 3D feature dimensionality 
and account for local translation invariance. Densely 
interconnected neurons in the fully connected layer 
improve feature representation. Four false positives 
yield 87% sensitivity.

A method for classifying lung tumors as benign 
or malignant was devised by Haritha Sathyan and 
colleagues [4] using AlexNet and transfer learning 
algorithms. The researchers used CT scans of the lungs 
that were made available to the public via the LIDC-
IDRI database. Nodules larger than 3 mm, non-nodules, 
and nodules less than 3 mm are the three types of 

to detect and understand lung nodules. Radiologists 
confront a significant challenge in detecting small 
lung nodules on CT scans, which contain millions of 
pulmonary voxels. The patient does not receive enough 
time to prepare for the diagnosis since the nodule, a 
tiny lesion forming inside the lung, is only around the 
size of a dime when it is not detected early enough. On 
top of that, these minute anomalies are undetectable by 
X-rays; only a CT scan can pick them up. Radiologists 
still need a lot of training and experience to figure out if 
the nodules (lesions) are benign or very malignant, even 
after detection. 

In order to tackle this problem, automated techniques 
have been created, and recent advancements have 
resulted in accuracy levels that are now comparable 
to or even higher than human interpretation. Another 
advantage of automated approaches is that they make 
radiologists work less subjective and unpredictable. 
In many areas, including medical imaging, feature 
extraction, and object classification, deep learning has 
proven to be the most effective method for learning. 
This research relies on the Convolutional Neural 
Network (CNN), a supervised deep learning model, to 
reliably classify the results as malignant or benign. A 
concise definition of comprehending deep learning is 
that it acquires knowledge by assimilating patterns from 
given instances. It operates in a manner similar to the 
functioning of our brain, acquiring knowledge through 
the analysis of instances. When it comes to lung cancer 
classification, several researchers have proposed many 
deep learning architectures. Using CT scan datasets, this 
study aimed to assess how well deep learning systems 
could detect and categorize lung abnormalities. A 
multi-strategy CT-based approach to the detection and 
classification of lung nodules (or lesions) of both types 
(NSCLC and SCLC) is presented in this study. Figure 
1 depicts the suggested methodology. The process 
consists of two components: nodule detection, which 
involves identifying nodules, and classification, which 
involves sorting nodules into two groups: benign (not 
cancerous) and malignant (cancerous). The objective 
of semantic segmentation tasks, for which SegNet is 
developed, is to assign a predetermined class to each 
pixel in an image. Despite SegNet’s popularity in image 
segmentation and other computer vision applications, it 
might not be the finest option for immediate detection 
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lung nodule images used in this investigation. There 
is minimal chance of false positives and a 98 percent 
accuracy rate demonstrated by this procedure.

In 2017, K. Dimililer et al. [5] developed an image 
processing method to detect lung cancer in photographs. 
As a result, the initial survival rates for lung cancer 
increased by 14% to 49%. 

In their study, P. B. Sangamithraa et al. [6] devised an 
algorithm for image segmentation. The characteristics 
of the images were retrieved using the GLCM method 
and then classified using the BPNN technique for lung 
cancer.

Wang, Yang et al. [7] developed real-time lung 
nodule detection. A deep learning model was used 
to construct a Lung IILS (intelligent imaging layout 
system) that accurately categorizes nodules (lesions), 
identifies and acknowledges lesions, and standardizes 
CT scan pictures and chest data This complete clinical 
decision support system uses CT scans to monitor 
and manage lung nodules in the healthcare system. 
A complex deep learning model architecture called 
Recursive Convolutional Neural Network was used. 
The researchers used a non-connected dataset with 
11,205 patient CT scans. With 94% consistency, 
the IILS is strong. With an AUC of 0.90 percent, the 
IILS distinguishes benign pulmonary lesions from 
malignant nodules. It detects benign lung nodules with 
76.5 percent sensitivity and 89.1 percent specificity. A 
random sample of 327 cases from the control group 
was chosen to evaluate the adaptive approach. These 
instances were selected from those without lung 
nodules in their clinical reports. After retesting, 318 
nodules were absent in 153 patients, 46.8% of the total. 
Even though Chinese clinicians read differently from 
the LUNA, LIDC/IDRI datasets, the IILS provides a 
reliable and exact system for recognizing, categorizing, 
and organizing CT images of lung lesions to help 
diagnose the Chinese population.

Using CT scan images, Fang Zhou et al. [8] created a 
neural network approach to reliably identify lung cancer. 
There were two parts to the assignment: The first module 
involved classifying suspicious lesions (nodules) as 
benign or malignant using a 3D convolutional neural 

network (CNN) model. Through the use of a leaky noisy 
model, the second module ascertains the probability of 
malignancy for every detected nodule. Both units made 
use of an altered U-net layout. A dataset acquired at the 
Data Science Bowl competition in 2017 was used by 
the researchers. Classification accuracy was 81.42% on 
the test set and 84.96% on the training set. Due to the 
omission of the nodule development rate, the proposed 
work is incorrect.

METHODOLOGY
In order to improve the input image’s contrast, the 
suggested solution employs a pre-processing technique. 
The input image is first converted to grayscale. In 
order to improve the images, we used the Gaussian 
filter to boost the contrast. Gaussian filters are ideal for 
discriminating and constructive representation because 
their frequency and adaptability characteristics are quite 
similar to the human visual system [9].

The division process is vital in the area of image 
processing. The best practice is to divide improved 
photos into multiple sub-segments. By separating the 
image into its component parts, we may more accurately 
portray it. The reasons to partition items might range 
from making them easier to identify to creating clear 
borders between different binary systems. Division of a 
picture into separate areas or objects using pixel clusters, 
specific surfaces, objects, or natural features is called 
image segmentation. We generally use a threshold-
based methodology in our approach. Feature extraction, 
which is based on pixel comparisons, is covered in this 
research. The first step in collecting CT images is to 
access the public-access database maintained by the 
LIDC (The Lung Image Database Consortium). Here 
is the recommended methodology, as seen in Figure 1.

Image Acquisition 

To begin processing images, the first step is to acquire 
them. This stage is alternatively referred to as preparation 
in the field of image processing. The process entails 
extracting the image from a typically hardware-based 
origin. Various techniques are employed to capture 
medical images, including tactile imaging, computed 
tomography (CT), magnetic resonance imaging (MRI), 
positron emission tomography (PET), and others. 
Usually, a CT scan is the best way to screen for lung 



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 38

A Combined Approach based on Histogram of Oriented................ Nagila, et al

   

          Original Image                 Enhanced image 
Figure 2: Image Enhancement by Gaussian filter

To begin reducing noise in an image using the Gaussian 
Filter, one must first decide on the size of the Kernel/
Matrix. Odd numbers are usually used to represent the 
sizes, in order to conduct the last computations on the 
central pixel. The Kernels have an equal number of 
rows and columns, which is known as symmetry. One 
way to explain the calculation of the values within the 
kernel using the Gaussian function is as follows:

   (1)

Where,

x → Value of the X-coordinate

y → Value of the Y-coordinate 

π → Value of Mathematical Constant PI (value = 3.13)

σ → Standard Deviation

3.2 Image Segmentation

Segmenting an image into its component pixels and 
representing each portion with a mask or a tagged image 
is known as image segmentation. Through the process 
of breaking a picture into segments, it is possible to 
process only the [11] segments of the image that are 
of significant importance, rather than processing the 
complete image. For this research, we employed the 
SegNet Architecture [12] for image segmentation.

SegNet Architecture

SegNet is a model that does semantic segmentation. 
Primarily, trainable segmentation architectures include 
pixel-wise classification layers, appropriate decoder 
networks, and encoder networks [13]. The encoder 
network’s design is topologically indistinguishable 
from the 13 convolutional layers. Figure 4 shows a 
SegNet architecture for image segmentation.

cancer. In this study we are using CT-scan images of 
chest for lung cancer detection from LIDC database 
which is widely accessible to the public for research 
motives. Sample images from LIDC dataset are shown 
in Figure-2. We are taking 80% of the data (i.e. 814 CT-
images) for training and 10% (i.e. 101 CT-images) of 
the data for validating and remaining 10% of the data 
(i.e. 101 CT-images) for testing.

Image Enhancement 

Digital images can be improved for display or analytical 
purposes through the process of image augmentation. For 
instance, one can eliminate noise, enhance sharpness, 
or increase brightness in a picture, so facilitating the 
identification of crucial characteristics. There are two 
basic groups of images enhancing strategies: Spatial 
Domain Method and Frequency Domain Process [10].

1) Spatial domain techniques refer to methods that 
directly manipulate individual pixels. 

2) Frequency domain approaches involve manipulating 
the Fourier transform of an image.

Figure-1 samples of the LIDC original CT slices

There are a lot of ways to increase the quality of CT and 
MRI images, and one of them is by using the Gaussian 
filter. We used the following Gaussian filter methods 
when we were improving the images. 

Gaussian Filter: In order to blur particular regions 
of a picture and reduce noise—which is defined as 
components with a high frequency—a Gaussian 
Filter—a kind of low pass filter—is used. Each pixel in 
the region of interest is processed through an odd-sized 
symmetric kernel [9], which is the matrix equivalent in 
digital image processing, to apply the filter and achieve 
the desired result. Figure 3 shows the transformation 
of original image taken from database to the enhanced 
image by using Gaussian filter. 
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Figure 3. SegNet Architecture 

In order to maintain the same resolution as the input 
image, SegNet utilizes Upsampling in its decoder. 
This process involves storing certain information. 
Gaining and storing boundary information inside the 
encoder feature maps is a must before sub-sampling. 
To optimize space usage, SegNet selectively maintains 
just the indices of the maximum feature values in each 
pooling window for each encoder map. A window size 
of 2x2 requires just 2 bits, resulting in a small decrease 
in accuracy, but it is a worthwhile compromise. 

Feature Extraction 

In this research we are using Gabor filter for feature 
extraction. It is well-suited for feature extraction in 
medical imaging activities due to their effectiveness 
in collecting fluctuations and fine features in CT-scan 
images. The first step in extracting features with a Gabor 
filter is to apply a two-dimensional Gabor filter to each 
image separately. The procedure is dictated by Gabor’s 
uncertainty principle, which asserts that the result of 
multiplying frequency resolutions with time must be 
more than a constant. Better orientation and frequency 
selection is made possible by the principle. The Gabor 
filter function, as defined by the following equation, has 
been implemented on every image:

  (2)

Classification

Image classification refers to the systematic 
categorization and labeling of clusters of pixels or 
vectors in an image, guided by predetermined criteria. 
The classification legislation can be formulated by 
utilizing one or many spectral or textural attributes. 
After extracting features we have classified that images 

into category of benign (non-cancerous) or malignant 
(cancerous).

To achieve this, we have used following methods and 
algorithm:

Convolutional Neural Network (CNN)

One common type of neural network used for deep 
learning, a Convolutional Neural Network (CNN) is 
most commonly used in computer vision scenarios. 
A subfield of AI known as “computer vision” allows 
computers to process visual information such as images.

Figure 4. Simple CNN architecture

Figure 6 shows a simple architecture of CNN. Several 
layers make up a convolutional neural network 
(CNN), including the input layer, the pooling layer, the 
convolutional layer, and the fully linked layers. Utilizing 
filters, the Convolutional layer extracts feature from the 
input image, while the Pooling layer decreases image 
size to reduce computational requirements, and the 
fully connected layer produces the final prediction. The 
network optimizes its filters using back propagation and 
gradient descent to achieve maximum effectiveness.

Histogram of Oriented Gradients (HOG)

In computer vision and image processing, the 
Histogram of Oriented Gradients (HOG) is used as a 
feature descriptor for object recognition. This technique 
quantifies the frequency of gradient orientation within 
certain regions of an image. After dividing the image 
into smaller cells, the HOG method determines the 
orientation and amplitude of the gradients in each 
cell and then compiles all of the gradient data into a 
histogram of oriented gradients. These histograms 
provide a description of the visual attributes and are 
capable of detecting objects inside an image. 

Steps to calculate HOG Features 

1. The first step in calculating HOG features is to 
obtain the input image. Create a new image with 
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the dimensions 128 pixels in height and 64 pixels 
in width. 

2. Then determine the image’s gradient. A combination 
of the image’s magnitude and angle yields the 
gradient. Taking into account a 3x3 pixel block, 
initially, for every pixel, Gx and Gy are computed. 
The formulas below are used to determine Gx and 
Gy for each pixel value.

 (3)

where r is the row and c is the column.

3. Following the computation of Gx and magnitude, 
the formulae provided below are used to determine 
the angle of each pixel.

 (4)

Combining CNN and HOG

The 2D CNN algorithm, a type of supervised deep 
learning, is optimized here with HOG for the purpose 
of identifying lung [14] nodules. This section provides 
a comprehensive explanation of each step involved 
in the Deep Ensemble 2D CNN model with HOG, 
which aims to achieve optimal results and contribute 
to the development of a CAD system for Lung Nodule 
Detection. The purpose of this Ensemble Convolutional 
Neural Network (CNN) with HOG is to extract the 
accurate properties that are crucial for distinguishing 
a genuine nodule from other potential nodules. 
Ultimately, we have computed Accuracy, Precision, and 
Recall utilizing the formula as:

   (5)

    (6)

    (7)

The above equations define the variables TPV as the 
true positive value, TVN as the true negative value, 
FPV as the false positive value, and FNV as the false 
negative value.

The operational procedure of the model is explained in 
a sequential manner.

Retrieve the dataset from LIDC

2. Data pre-processing involves several steps to 
ensure the data is balanced, plotted, augmented, 
and features are extracted.

3. Creating two sets of data: one for training and one 
for testing.

4. Making use of a HOG-enabled Deep 2D 
Convolutional Neural Network for both testing and 
training.

5. Merge the forecast of Deep 2D CNN and HOG.

6. Lung cancer prognosis in absolute terms

Dataset

LIDC

The LIDC dataset contains lesion annotations from four 
experienced thoracic radiologists. LIDC-IDRI contains 
1,018 low-dose lung CTs from 1010 lung patients. 
The pivotal stage in any research endeavour is the 
acquisition of data, as procuring accurate data facilitates 
the attainment of superior outcomes. To begin, the 
initial task is arranging the vast collection of CT Scan 
images. The research was done using a data collection 
of CT scan pictures obtained from the LIDC data set. 
Collecting high-quality data is crucial for facilitating 
machine comprehension. All CT Scan images exhibit 
uniform quality in conveying diagnostic information to 
any physician. The images in the LIDC Data collection 
were stored in the formats of (.mhd) and (.raw) files. 
The .mhd files stored the metadata, whereas the raw 
files included the multidimensional image data. We 
utilized the SimpleITK python module to preprocess all 
of these images and extract data from .mhd files.

Platform

To efficiently analyze a substantial volume of CT-image 
data, Hadoop platform is capable of managing storage, 
retrieval, processing, and analysis of such data. The 
highly distributed file system (HDFS) offers a scalable 
option for storing CT images. Large datasets can be 
stored across numerous nodes in a Hadoop cluster using 
HDFS, thanks to its distributed nature. This ensures 
fault tolerance and high availability. Preprocessing 
operations on CT scans of lung cancer are accomplished 
using Hadoop’s MapReduce. To extract features from 
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CT scans of lung cancer using pre-trained convolutional 
neural networks (CNNs), Hadoop are coupled with 
deep learning frameworks of TensorFlow. Machine 
learning models for lung cancer detection are trained 
using Spark’s MLlib package in Hadoop.

Experimental results and analysis

Once the data has been pre-processed in the appropriate 
format, the next crucial step is to evaluate the data using 
our Deep Ensemble 2D CNN Architecture with HOG. 
Accordingly, the entire dataset was divided into training 
and validation data. Both data segments contain files for 
lung nodules, some of which are cancerous and some 
are non-cancerous. This allows the CNN Model to be 
exposed to both types of data during training.

This portion employs the Deep Ensemble 2D CNN 
architecture and allocates 10% of the data for 
validation, allowing 90% of the data to be used for 
training. Simultaneously training and testing models 
is beneficial. For this model, we iterate the dataset 70 
times by setting the number of epochs to 70 in the fit 
generator.

Prediction 1- CNN1+HOG

This section provides an analysis of the performance 
of (CNN1+HOG) on the given dataset. In the initial 
CNN1+HOG model, we first executed it on the training 
and validation datasets. Following the outcomes, the 
test data was provided to the model in order to forecast 
the outcome of the CNN1+HOG. The initial iterative 
model of CNN1+HOG achieves an accuracy of 96.5%, 
which is considered excellent based on AUC accuracy 
values. As previously stated, the model was constructed 
using 90 epochs. The validation split for each epoch 
divides 80% of the data into the training set and 10% 
of the data into the validation set. The training progress 
and epochs indicate that the classification accuracy is 
improving. Simultaneously, the model’s loss diminishes 
dramatically with each iteration.

Prediction 2- CNN2+HOG

Following the previous section’s description of 
(CNN1+HOG)’s performance review, this section 
explains how (CNN2+HOG) performed on the test 

data. We used training and validation data to run the 
second CNN+HOG model. We fed this model the test 
data after we got the results so it could forecast the 
(CNN+HOG)’s output. The following are some of the 
positive outcomes produced by the second CNN+HOG 
model. There is a precision of 0.93 in the outcome as 
well. From the first iteration to the last, the accuracy is 
steadily growing.

Prediction 3- CNN3+HOG

In the sections that follow the description of 
(CNN2+HOG)’s performance review, we detail how 
CNN3+HOG performed on the testing data. Using both 
training and validation data, we initially put the third 
CNN+HOG model through its paces. 

We fed this model test data after the results so it could 
predict the (CNN+HOG)’s performance. Consequently, 
we have included some encouraging results from the 
CNN3+HOG third model.

The accuracy and loss during training for all CNN+HOG 
model are explained in Table 1.

Table 1. Results of CNN1+HOG, CNN2+HOG, 
CNN3+HOG

CNN1 + 
HOG

CNN2 + 
HOG

CNN3 + 
HOG

Training 
accuracy

0.9546 0.9474 0.9389

Testing 
accuracy

0.9545 0.9473 0.9367

Value loss 0.1534 0.175 0.1920

Comparison 

In this part, we compare and contrast how well each 
CNN+HOG performed on the provided data. First, 
we trained and validated the CNN model using the 
two datasets. We performed 90 iterations to represent 
complete pass through the training dataset during the 
training of a model. In order to forecast the CNN’s 
output, the model was fed test data after the outcome. 
According on the AUC accuracy values, the initial 
iterative CNN model achieves a 96.5% accuracy, which 
is considered excellent. The results are explained in 
Figure 5.
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Figure 5. Accuracy curve of CNN3+HOG

Combine results of all optimised CNN (CNN1+HOG, 
CNN2+HOG, CNN3+HOG)

When the three predictions from the Optimized 
Convolutional Neural Networks (CNNs) are combined 
with the HOG, which were specifically devised for 
addressing the Lung Nodule problem. The accuracy 
curve demonstrates disparities in the values of TP, TN, 
FP, and FN, indicating that the decision to combine all 
three CNN models was a commendable one with regard 
to improving precision and reducing the frequency of 
False Positives. 

With its three distinct (CNN+HOG) s, our model is able 
to reach an accuracy level of 90% or higher. Our first 
(CNN1+HOG) achieved 95.57% accuracy, our second 
CNN2+HOG achieved 95.44% accuracy, and our third 
CNN3+HOG achieved 95.14% accuracy. Table 2 shows 
the final outcomes of the model.

Table 2. Combine results of all CNNs and HOG.

Accuracy 96.5%
Precision 0.95%

Recall 0.82%

A Comparison table is shown in table 3. This summary 
provides a succinct overview of the performance, 
interpretability, computational complexity status of 
each method, allowing readers to quickly grasp the 
comparative strengths and weaknesses.

In this table:

Author: Specifies the author for each reviewed study.

Dataset: Indicates the type of imaging data used in the 
study (e.g., lung CT, chest X-rays, PET/CT scans).

Architecture: Describes the algorithm, architecture 
or methodology employed in the study, including any 
novel techniques or approaches utilized.

Evaluation Metrics: Presents the performance metrics 
reported in each study, such as accuracy, precision, and 
recall.

Interpretability: Assesses the interpretability of the 
model’s predictions, indicating the clarity with which 
insights into the decision-making process are provided.

Computational Complexity: Evaluates the computational 
complexity of the method, considering factors such as 
model size, training time, and resource requirements.

Table 3. Comparison table

Author Dataset Architecture Evaluation 
Metrics (Accuracy, 
Precision, Recall)

Interpreta-bility Computational 
Complexity

Proposed Method Lung CT Data 
from NLST 

dataset

CNN+HOG Accuracy: 0.96, 
Precision: 0.95,

Recall: 0.82

High Medium

Fatema Tuj Johora 
et al., [1]

IMBA Home 
(Via-LCAP 

public access) 
image database 

consortium 
(LIDC) dataset

SVM and BPNN SVM
Accuracy: 0.83, 
Precision: 0.96,

Recall: 0.96
BPNN

Accuracy: 0.96, 
Precision: 0.92,

Recall: 0.65

Low High
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Sneha Balannolla 
et al., [2]

LUNA 16 and 
LIDC - IDRI

U-Net and VGG-
Net

Accuracy: 0.97, 
Precision: 0.96,

Recall: 0.98

Low High

Zhao et al., [3] LIDC dataset CNN with LeNet 
and AlexNet

Accuracy: 0.82, 
Precision: 0.87, 

Recall: 0.86

Medium High

Sathyan H et al., 
[4]

LIDC-IDRI 
dataset

CNN with 
AlexNet

Accuracy: 0.98, 
Precision: 0.87, 

Recall: 0.86

Medium High

Yang Wang et al., 
[7]

Institutional 
review board of 
the University 

Medical Center.

IILS based on 
deep learning.

Accuracy: 0.90, 
Precision: 0.94, 

Recall: 0.84

Low High

CONCLUSION
Each year, a significant number of fatalities are attributed 
to cancer, a trend that is steadily rising. Enormous sums 
of money have been allocated to cancer research. It 
remains an unresolved enigma that requires resolution. 
Ongoing cancer research persists indefinitely as a 
definitive outcome has yet to be achieved. There are 
no established criteria utilized for the identification 
and anticipation of cancer. The field of cancer research 
remains an unresolved matter that requires further 
attention. The most recent study conducted on the 
current data set will provide opportunities for further 
investigation by presenting the newest statistics and 
insights into our accomplishments thus far in the field 
of cancer detection and prediction. Gaining knowledge 
on the most recent causes or indicators of cancer would 
be beneficial.

The researchers presented numerous prior studies in 
the related work section to identify lung cancer. The 
researchers faced challenges in terms of low accuracy, 
inadequate methods, and an inefficient dataset. The 
present study was designed to address the limitation 
of the previous study by employing the Deep 2D CNN 
methodology. The proposed study utilizes three CNN 
models, namely CNN1, CNN2, and CNN3 with HOG. 
Subsequently, the ensemble 2D approach of deep 
learning amalgamates all three of these deep learning 
methods. The ensemble deep learning method achieves 
a remarkable accuracy of 96.5%, surpassing the highest 
known accuracy of any previous deep learning algorithm 
in identifying lung cancer. This paper presents cutting-
edge findings of an ensemble learning methodology for 

accurately detecting lung cancer from a collection of 
images. A future advancement could be a system that 
detects lung cancer cases accurately by combining a 
big and efficient dataset with numerous algorithms in 
ensemble learning.
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ABSTRACT
In this project, we built several models that predict whether the customer is interested in taking vehicle insurance 
based on prior health insurance of the customer. Nowadays the use of automobiles is increasing rapidly. this 
increase has made insurance company to make it as a business target for an insurance company. The customers 
interested in taking vehicle insurance are predicted based on the information of existing health insurance of the 
customer. If the prediction is made based on the information of existing customers data then it can give profit to 
the insurance company. This study aims to maximize insurance company’s profit. The program algorithm uses 
logistic regression, Decision tree, Random forest,Gradient Boosting(GB), and XGB According to the result of our 
project Driving License and Previously Insured are two main features in predicting the model,and by comparing 
one model with others we get random forest as the best-fitted model with 86% overall accuracy with 96.71%of 
specificity. Therefore, customers with health insurance could induce a positive relation to vehicle insurance.

KEYWORDS : Predictive modeling, Insurance interest prediction, Health insurance, Vehicle insurance, Data 
analysis, Classification, Machine learning, Feature engineering, Model evaluation.

INTRODUCTION

In today’s rapidly evolving world, driven by data, 
the insurance industry is continually adapting its 

marketing strategies to better connect with customers. 
It’s crucial for insurance companies to understand 
customer preferences and behaviors, particularly in 
predicting their interest in different insurance products. 
This project aims to tackle this challenge head-on by 
delving into the realm of predictive modeling.

Specifically, our focus is on predicting whether 
customers who already have health insurance would 
also be interested in purchasing vehicle insurance. 
We’ll analyze various factors such as age, gender, and 
past insurance history to make these predictions. By 
carefully examining these details and using advanced 
analytical techniques, our goal is to develop models that 
can accurately forecast customer interest.

The ultimate objective is to provide insurance 
companies with valuable insights to help them tailor 
their marketing efforts more effectively and ultimately 
boost sales. This project has been prompted by a need 
within the insurance sector looking to predict whether 

customers who already have health insurance would 
also be interested in purchasing vehicle insurance. By 
leveraging the power of predictive modeling, we aim 
to empower insurance companies to make informed 
decisions and strengthen their relationships with 
customers.

Significance

The significance of this study lies in its potential to 
revolutionize the insurance industry’s approach to 
customer targeting and marketing. By accurately 
predicting customer interest in vehicle insurance, 
insurance companies can tailor their marketing efforts 
more effectively, thereby maximizing revenue and 
enhancing customer satisfaction.

OBJECTIVE
The primary objective of this project is to leverage 
advanced predictive modeling techniques to accurately 
forecast customer interest in vehicle insurance among 
those who already possess health insurance. Specifically, 
our aims are:

1. To analyze a diverse range of customer data, 
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The customer got his/her vehicle damaged in the past.

9. Annual Premium - The amount customer needs to 
pay as premium in the year.

10. Policy Sales Channel - Anonymized Code for the 
channel of outreaching to the customer i.e. Different 
Agents, Over Mail, Over Phone, In Person, etc.

11. Vintage - Number of Days, Customer has been 
associated with the company.

12. Response (a) 0 - Customer is not interested (b) 1 - 
Customer is interested.

Feature Engineering

Feature engineering was conducted to transform the 
raw dataset into meaningful features suitable for 
predictive modeling. This process involved analyzing 
the data and extracting relevant information to enhance 
the performance of the models.

Handling Class Imbalance

Class imbalance, where a large majority of 
individuals showed no interest in vehicle insurance, 
posed a significant challenge. To address this issue, 
oversampling and under sampling techniques were 
employed to balance the dataset. By adjusting the class 
distribution, we aimed to prevent bias in the model and 
ensure effective learning from both classes.

Model Building

Following the balancing of the dataset, predictive models 
were built using various algorithms, including Logistic 
Regression, Decision Trees, Random Forest, Gradient 
Boosting, and XGBoost. These models were trained on 
the balanced dataset and evaluated using metrics such 
as training accuracy, test accuracy, precision score, and 
recall score.

Model Performance

The performance of each model was assessed based 
on its training and test accuracies, as well as precision 
and recall scores. Notably, the Random Forest model 
exhibited the highest test accuracy (88.12%), making it 
a promising candidate for predicting customer interest 
in vehicle insurance.

including demographic information and insurance 
history, to identify key factors influencing interest 
in vehicle insurance.

2. To develop predictive models using sophisticated 
machine learning algorithms that can effectively 
predict customer interest based on the identified 
factors.

3. To evaluate the performance of the predictive 
models using robust metrics such as accuracy, 
precision, and recall, ensuring their reliability and 
effectiveness.

4. To provide actionable insights to insurance 
companies, enabling them to optimize their 
marketing strategies and target potential customers 
more efficiently.

Through achieving these objectives, we aim to contribute 
to the enhancement of data-driven decision-making in 
the insurance industry and facilitate the development of 
more tailored and effective marketing approaches.

Business Goal

Building a model to predict whether the customer is 
interested in taking vehicle insurance.

DATA DESCRIPTION

1. id - Unique id for each Customer

2. Gender - Gender of Customer(a) Male (b) Female

3. Age - Age of the customer

4. Driving License (a) 0 - Customer does not have 
Driving License (b) 1 - Customer has

Driving License

5. Region Code - Unique code for the region of the 
customer

6. Previously Insured (a) 0 - Customer doesn’t have 
Vehicle Insurance (b) 1 - Customer has

Vehicle Insurance

7. Vehicle Age - Age of the Vehicle

8. Vehicle Damage (a) 0 - Customer didn’t get his/her 
vehicle damaged in the past. (b) 1 -
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Model Training Accuracy Test Accuracy Precision Score Recall Score
Logistic Regression 77.01% 76.60% 87.94% 90.63%

Decision Tree 83.11% 82.80% 75.39% 95.49%
Random Forest 86.01% 88.12% 81.22% 98.00%

Gradient Boosting 83.98% 82.99% 74.89% 95.15%
XGBoost 85.90% 82.70% 75.32% 95.30%

insurers to make informed choices, strengthen customer 
relationships, and thrive in a rapidly evolving market 
landscape.
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CONCLUSION
This project has made significant strides in predictive 
modeling for the insurance industry. By leveraging 
advanced analytics, we’ve successfully predicted 
customer interest in vehicle insurance among those with 
existing health insurance.

Our models, based on factors like age, gender, and past 
insurance history, offer actionable insights for insurers 
to tailor their marketing strategies and boost customer 
engagement.

Moving forward, these findings pave the way for further 
innovation in data-driven decision-making, empowering 



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 48

A Comprehensive Review of Spam Email Detection using.............. Salvi, et al

A Comprehensive Review of Spam Email Detection using Machine 
Learning Techniques

Vinodini Salvi
 vini.salvi14@gmail.com

Sujata Bhairnallykar
 sujata@comp.sce.edu.in

ABSTRACT
Because email spam poses a constant danger, robust detection methods are essential. An detailed overview of 
spam filtering techniques, including client-side, enterprise-level, and standard methods, is given in this document. 
Machine learning, including supervised, unsupervised, and reinforcement learning, is the topic of discussion. Three 
well-known algorithms that exhibit promise in supervised settings include Support Vector Machines, Random 
Forest, and Naïve Bayes. Unsupervised methods such as K-means clustering and artificial neural networks are used 
to solve word obfuscation problems. Reinforcement learning introduces dynamic flexibility. The paper identifies 
areas in which further research is needed and suggests deep learning, hybrid algorithms, and feature extraction 
using real-world data. Clustering techniques, block chain integration, GPU/FPGA use, picture spam detection, 
multilingual issues, and robust security measures are some of the important future directions to watch.

KEYWORDS : Machine learning, Supervised learning, Unsupervised learning, Reinforcement learning, Email 
spam.

INTRODUCTION

In today’s digital communication landscape, spam 
emails have become a global problem that affects both 

individuals and organizations. The amount of unwanted 
and harmful emails has increased to an alarming degree, 
posing serious risks to critical information security and 
personal privacy. Spam clogs inboxes of individuals, 
frustrating them and sometimes causing them to miss 
important communications. Larger-scale threats to 
an organization’s finances and reputation include the 
possibility of phishing scams, malware dissemination, 
and data breaches through spam. [1, 2]

Spam has more negative effects than just being 
inconvenient; it can damage communication lines and 
interfere with crucial business processes. Traditional 
rule-based and heuristic approaches are becoming less 

and less effective at recognizing and blocking these 
unsolicited messages as spam techniques change. Thus, 
it is essential to create effective and flexible spam 
detection techniques. [3]

This paper looks at the challenges posed by spam 
emails, tries to provide a comprehensive overview of 
the state of spam detection today, and emphasizes the 
critical role that machine learning plays in overcoming 
this pervasive issue. By examining the current status 
of spam detection approaches, we lay the groundwork 
for a thorough investigation of machine learning 
techniques and their potential to enhance the accuracy 
and efficacy of spam filtering systems. Through this 
inquiry, we intend to gather information that will guide 
the development of more dependable and adaptable 
spam detection systems in the future.
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Table. 1 Overview of Research Surveys on Email Spam Detection Approaches and Techniques

Overview Approaches and 
Techniques

Inputs Outputs References

Survey on email spam detection using a 
supervised approach with feature selection. 
Knowledge discovery process discussed. 
Various models and techniques for spam 
detection. N-Gram-based features.

Supervised learning, 
N-Gram, feature 
selection

Email content, 
N-Gram 
features

Spam 
detection, 
knowledge 
discovery

[10]

Survey on intelligent spam email detection. 
Discusses security risks, machine learning, 
and non-machine learning techniques. 
Emphasis on supervised learning.

Supervised learning, 
Multi- algorithm 
frameworks

Email content, 
metadata

Spam detection 
and filtering

[11]

List of learning-based email spam filtering 
approaches. Addresses economic and 
ethical issues. Highlights Naïve Bayes as a 
prominent classifier for spam filtering.

Learning-based 
filtering, Naïve Bayes, 
various classification 
techniques

Email 
components, 
features

Effective spam 
filtering

[4, 12]

Review of current email spam filtering 
approaches. Summarizes efficiency and 
issues. Emphasizes Naïve Bayes and SVM 
for filtering.

Naïve Bayes, SVM, 
various filtering 
mechanisms

Email content, 
multimedia data

Next-
generation 
spam filtering

[13]

Review of deep learning algorithms for 
intrusion and spam detection. Evaluates 
effectiveness on diverse datasets. Deep 
learning superiority over traditional models.

Deep learning, 
traditional machine 
learning, lexicon 
models

Various cyber 
datasets divided 
into categories

Improved 
performance in 
intrusion and 
spam detection

[9]

Review on supervised machine learning 
strategies for spam emails. Compares Naïve 
Bayes, SVM, and ID3. Emphasizes the 
trade-off between timing and precision.

Supervised learning, 
Naïve Bayes, SVM, 
ID3

Email 
components, 
various features

Balance 
between 
accuracy and 
timeliness

[13]

SPAM MESSAGE FILTERING 
TECHNIQUES
Spam in the form of unsolicited mass emails from 
unknown senders is a common problem. The phrase, 
which originated from a Monty Python joke, became 
well-known in 1978 to refer to unsolicited emails, and 
it really took off in the middle of the 1990s. Email spam 
is well-known outside of academic circles because of 

tricks like the “development expense trick.” In this 
scam, victims get emails offering prizes in exchange for 
money up ahead. The goal of the perpetrators is to make 
more money, and after they get the victim’s payment, 
they either benefit or stop communicating. In the 
modern era of technology, email spam is still a major 
problem due to the various strategies used by spammers 
and dodgers.

Table 2  Overview of Spam Message Filtering Techniques

Technique Advantages Disadvantages Remarks References
Standard Spam 
Filtering Method

- Rules-based system - Limited adaptability 
to evolving spam 
techniques

- Effective for known 
patterns

[14], [15]- Artificial intelligence 
techniques

- May have high false 
positive rates

- Sequential filtering 
process

- Header information 
extraction

- Dependency on user-
defined parameters

- Incorporates content, 
header, and backlist 
filters
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Client Side Spam 
Filtering

- Customizable rules 
for individual users

- Relies on user's 
system and 
preferences

- Provides user-
specific protection

[16], [17], [18]
- Enhances email 
communication 
security

- Limited in 
preventing server-side 
threats

- Operates at the 
client's end

Enterprise Level Spam 
Filtering

- Centralized control 
on server

- Resource-intensive 
on server side

- Efficient for 
organizational 
protection [19], [20]

[13]
- Classifies emails as 
spam or ham

- May have delayed 
updates for new spam 
tactics

- Utilizes ranking and 
list-based techniques

Case-Based Spam 
Filtering

- Machine learning-
based approach

- Requires extensive 
data for effective 
learning

- Adaptable to 
changing spam 
characteristics

[21]

email correspondence. This study provides a concise 
overview of the most recent machine learning models 
and approaches for email spam detection, as well as an 
evaluation of well-known methods like KNN, SVM, 
random forest, and Naïve Bayes.

Fig.1. Machine learning types

SUPERVISED MACHINE LEARNING
Algorithms for supervised machine learning require 
labeled data in order to train [18]. When these models 
are first trained using labeled training data, they may 
forecast future events. Following an analysis of the 
training dataset, the system generates a method for 

Finally, training sets and test sets are added to the 
machine learning technique to determine whether this 
is an email or not. Self-observation and the classifier’s 
output are the two last factors that determine whether an 
email is spam or not [21, 22]. This survey study covers 
three main types of machine learning that can be used 
for spam filtering. We discuss issues with spam filtration 
and detection systems and look at a few articles.

MACHINE LEARNING
Machine learning, which enables computer systems 
to learn and become more functional without the need 
for explicit programming, is a critical application of 
artificial intelligence [23]. The creation of automated 
procedures for accessing and utilizing training data 
is the main objective of machine learning algorithms. 
To begin with, labeled data—like instances or actual 
experiences—is utilized to spot patterns and enhance 
decision-making in the future by taking into account 
user feedback. The primary objective is for machine 
learning models to acquire knowledge autonomously, 
without human intervention. There are three primary 
types of machine learning, each with a specific use.

Numerous studies have focused on spam classification, 
employing a variety of methods to enhance users’ 
opinions regarding the dependability and usefulness of 
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predicting success values. After the algorithm has 
been correctly trained, it may forecast fresh data 
based on user training data. By comparing the output 
to the expected output, the learning process looks for 
errors in the model to make it better [24]. Numerous 
problems, such as the popularity of advertisements and 
the classification of spam, are resolved using supervised 
learning. Figure 2.  shows a diagram of the supervised 
learning process. Fig.2. Process of supervised learning

Table.3 Examination of Supervised Methods for Spam Screening

Algorithm Dataset Accuracy Advantages Limitations References
Random Forest Custom collection 95.2% High accuracy is attained 

while using numerous 
trees.

Uses a non-
standard 
dataset, limiting 
generalizability

[27]

Modified Naïve 
Bayes

Spam base and 
spam data

88% (spam base), 
83% (spam data)

certain characteristics for 
quicker processing

Lower accuracy 
and model 
intelligence

[30]

Bayes Net, SVM, 
and NB

Twitter and 
Facebook dataset

90% (SVM) combines training and 
testing using a single 
dataset

Increased 
training time 
due to multiple 
algorithms and 
combined dataset

[31]

MLP, Naïve 
Bayes, Random 
Forest, Decision 
Tree

Spam Assassin 99.3% (Random 
Forest)

employs a list of the 
most prevalent spam 
characteristics to 
enhance detection

  A few 
characteristics 
taken from a big 
corpus

[26]

Naïve Bayes, 
K-nearest 
Neighbor, 
SVM, Additive 
Regression Tree

Real-life dataset 96.69% (SVM) creates a spam filter 
using 8,000 actual spam 
emails as a basis.

Effectiveness 
limited by 
evolving spam 
characteristics

[29]

ID3 Algorithm Hidden Markov 
Enron dataset

89% uses preclassified data to 
expedite processing

Experiences 
an 11% loss, 
indicating 
suboptimal 
performance

[28]

CART, C4.5, REP 
Tree, LAD Tree, 
NBT

UCI dataset 95.1% Uses 10-fold cross-
validation to improve 
assessment

Relatively fewer 
features employed

[25]

SVM Weibo  Social 
Network Data

99.5% includes characteristics 
related to user behavior 
as well as content

Using statistical 
analysis and 
human selection 
to extract features

[8]
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SVM, Deep 
Learning, 
Particle Swarm 
Optimization

Standard datasets 
from UCI

70% (education 
data), 93% (SVM)

uses deep learning to 
extract features

Neural networks 
need a long 
training period.

[32]

ELM, SVM 
Classifier

Enron dataset 94.06% (SVM) good accuracy in 
comparison to earlier 
research

SVM training 
time is longer than 
ELM

[5]

SVM, KNN, DT, 
LR

Health Fitness 
Data

92.1% (SVM) makes use of a 
blockchain with smart 
contract functionality for 
increased security

Absence of 
assessment of 
suggested model 
compatibility with 
IoT framework

[6]

XGBoost, 
Bagged Model, 
Generalized 
Linear Model

Smart Home 
Dataset

91.8% 
(Generalized 
Linear Model)

Applies PCA for 
enhanced system 
accuracy

ignores the 
environmental and 
climatic aspects of 
IoT devices

[7]

Fig.3. Comparing the Accuracy of Supervised Methods 
for Spam Filtering

UNSUPERVISED MACHINE LEARNING
Unsupervised machine learning approaches are 
employed when labeled data is not available [33]. 
This approach looks into how software could be able 
to uncover hidden structures by inferring features from 
unlabeled data [34]. Rather than assessing particular 
outputs, unsupervised learning entails the computer 

studying data and drawing conclusions to explain 
hidden constructs from unlabeled data. This method 
clusters unlabeled data by using features present in the 
data. Unsupervised learning can be useful for a variety 
of applications, including dimensionality reduction, 
grouping user logs, recommender systems, and buying 
habit recognition. Refer to the Figure.4  for a summary 
of the unsupervised learning procedure.

Fig.4. Process of unsupervised learning

Table. 4. Comparative Analysis of Spam Detection Algorithms for unsupervised machine learning

Algorithm Used Dataset Accuracy (%) Benefits drawbacks References
Improved Digest 
and DBSCAN

Spam Assassin 96.7 separates emails into strings 
of a set length to improve 
accuracy

Speed depends 
on the length of 
strings

[37]

K-means 
Clustering

UCI Dataset 92.76 Ten-fold cross-validation was 
used to discretize the data 
using supervised attribute 
filters.

Comparing 
several algorithms 
requires a 
significant amount 
of time.

[35]
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Unsupervised 
Artificial Neural 
Networks

Enron Email 95 Sturdy enough to obfuscate 
words in spam without 
requiring stemming

high rates of false 
positives and false 
negatives (around 
4% and 11%, 
respectively))

[38]

Spherical 
K-means 
Algorithm

Ling-spam 96.04 uses a variety of spam email 
contents

Absence of 
updated spam 
content and 
criticism that is 
relevant

[39]

Equivalence 
Relations of 
Strings

Japanese Web 
Forums

95 scalable and multilingual 
methodology based on the 
N-Gram of documents

The value of "n" 
in the N-Gram 
determines the 
results.

[40]

UNIK and SD2 Social 
Network Sites 
Data

93 incredibly resilient to rising 
spam assault levels

Short URLs 
cannot be handled 
by the suggested 
system.

[36]

REINFORCEMENT MACHINE 
LEARNING

Reinforcement learning is a special sort of machine 
learning that works by employing incentives that come 
from the environment. Computers and software use 
it to determine the best courses of action in specific 
situations. It entails acting in a way that maximizes 
benefits in a particular setting [41]. The main difference 
from supervised learning is the absence of training 
material with precise labeling. Reinforcement learning 
focuses on the agent’s experience and decision-making 
to accomplish tasks without requiring a pre-defined 
dataset, as opposed to proper labels [42]. Figure 14 
shows the reinforcement learning process as it applies 
to an agent interacting with the environment while 
receiving rewards and state information.

Chiu et al.’s alliance-based spam filter [43] used a 
genetic algorithm, a machine learning classifier (XCS), 
and rough set theory to classify and identify the contents 
of spam emails. They evaluated the model outputs 
using a variety of criteria and concluded that the spam 
filter delivered effective spam mail filtering results by 
combining the benefits of machine learning, genetic 
algorithms, and rough set theory. This alliance-based 
spam mail filtering system generated reasonable output 
indicators [43].

ML’S PERSPECTIVES ON EMAIL SPAM 
IDENTIFICATION
The Figure.5 illustrates the dissemination of the 
survey’s work on email spam detection. The reliability 
of classifier outputs is limited because a large number 
of artificially generated datasets used for model training 
make it difficult to categorize supervised model data 
and there aren’t enough representative instances. Naïve 
Bayes, logistic regression, and support vector machines 
(SVM) are widely used, with SVM generally producing 
better resultsFuture studies should assess many learning 
models and feature engineering strategies on various 
datasets to increase the comprehensiveness of the 
evaluation. This review looks at the machine learning-
based spam filtering techniques now in use, highlighting 
the need for next-generation filtering techniques that 
can handle multimodal data and increase accuracy. [9]

Fig. 5. Ratio of machine learning methods to identify 
spam emails.
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RESEARCH DEFICITS AND UPCOMING 
PATHS IN SPAM DETECTION

Use of Real-Life Data: Since artificially generated 
datasets may not perform well in real-world situations, 
future research should focus on training models using 
real-life data.

Hybrid Algorithms: Compared to the supervised, 
unsupervised, and reinforcement learning algorithms 
used today, hybrid algorithms can improve accuracy 
and efficiency.

Deep Learning for Feature Extraction: By applying deep 
learning techniques to feature extraction, spam detection 
models’ feature representation can be enhanced.

Clustering Methods with Relevance Feedback: Spam 
and ham can be more effectively clustered when 
clustering methods are combined with dynamic 
updating for relevance feedback.

Blockchain Integration: Analyze the applications of 
blockchain concepts and principles to email spam 
identification.

Using GPUs and FPGAs: Creating spam filters with 
faster processing and more accurate categorization with 
the use of GPUs and FPGAs, which allow for real-time 
processing and low power consumption.

Image Spam Detection: Since skilled spammers are 
increasingly using images in their spam communications, 
investigate spam filters that can identify and filter image 
spam.

Real-Time Spam Classification: To classify spam more 
effectively, create models that can operate on data that 
is updated in real-time.

Multilingual Spam Detection: Examine this field of less 
recent research, multilingual spam detection, employing 
deep learning algorithms.

Identification of Spammers and Networks: Look on 
ways to recognize spam networks and individual 
spammers.

Strong Security Measures: Provide strong solutions to 
spam filter security issues, perhaps combining blockchain 
technology and deep learning methodologies.

CHALLENGES OF SPAM DETECTION
Data Volume and New Features: Keeping up with the 
expanding volume of internet data and the introduction 
of new features is one of the main problems facing spam 
detection systems.

Evaluation of Multidimensional Features: When 
analyzing features from multiple dimensions, including 
temporal, writing styles, semantic, and statistical 
factors, spam filters have a challenging task.

Unbalanced Datasets: A lot of models are trained on 
datasets that are in balance, which reduces the potential 
for self-learning models to detect spam.

Adversarial Machine Learning Attacks: The efficacy 
of spam detection models is impacted by adversarial 
machine learning attacks. Adversaries can provide 
misleading samples for testing (evasion attack), modify 
training data (poisoning attack), and use the learning 
model to get sensitive training data (privacy attack).

The advent of deep fake technology, which makes 
use of neural network models such as GPT-2, GPT-
3, BigGAN, StyleGAN, and CycleGAN, presents a 
formidable obstacle for spam detection systems. Deep 
fakes can be used to create, edit, and style films and 
images, which can spread misleading information.

CONCLUSION
This comprehensive study clarifies the current status 
of email spam detection while emphasizing the 
crucial part machine learning plays in resolving the 
pervasive issue of spam emails. The survey provides 
information on the advantages and disadvantages of 
several approaches, ranging from complex machine 
learning algorithms to traditional rule-based processes. 
Spam can be identified with excellent accuracy using 
supervised learning models like Random Forest and 
Naïve Bayes, whereas unsupervised techniques like 
K-means clustering and artificial neural networks are 
resilient to word obfuscation. Reinforcement learning is 
a dynamic method that offers adaptive responses based 
on environmental rewards.
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ABSTRACT
In this paper, Fog computing is defined as, extending cloud computing abilities to the threshold of the community, 
toward the facts sources and giving up to customers. Unlike traditional cloud computing, where data processing 
and storage occur in centralized data centers, fog computing decentralizes these tasks, distributing them across 
a network of devices at the edge. This distributed architecture brings computing resources closer to where they 
are needed, decreasing latency, enhancing efficiency, and initiating real-time data processing for time-sensitive 
applications. Load balancing is a crucial issue of optimizing resource usage and enhancing average performance in 
fog computing environments. Fog computing extends traditional cloud architectures by decentralizing computation 
and storage abilities to the network’s edge. Efficient load balancing guarantees that computational responsibilities 
are frivolously dispensed amongst fog nodes, preventing useful resource bottlenecks, minimizing latency, and 
improving the overall system’s responsiveness. Various load balancing algorithms are explored in the context of 
fog computing, considering factors such as task characteristics, node capacities, and network conditions. These 
algorithms aim to distribute tasks efficiently, preventing individual nodes from becoming overloaded and ensuring 
a balanced utilization of resources. Dynamic adaptation to changing network conditions and workload fluctuations 
is a key feature of effective load balancing process in fog computing environments.

KEYWORDS : Fog computing, Internet of Things (IoT), Resource management, Cloud computing,  Load balancing.

INTRODUCTION

The Internet of Things (IoT) represents a 
transformative paradigm in the realm of 

connectivity, converging physical devices, sensors, 
and everyday objects into a dynamic network capable 
of seamless communication and data exchange. This 
abstract provides an overview of key aspects related to 
IoT, including its architecture, applications, challenges, 
and future prospects. The architecture of IoT comprises 
interconnected devices equipped with sensors and 
actuators, enabling them to collect and transmit 
data. This data is then processed and analyzed either 
locally or in the cloud, facilitating informed decision-
making. The communication protocols and standards 
that govern IoT interactions play a pivotal role in 
ensuring interoperability among diverse devices and 
platforms. IoT finds application in a myriad of domains, 

ranging from smart homes and healthcare to industrial 
automation and smart cities. Smart home devices, for 
example, enable users to remotely control appliances, 
while healthcare applications include remote patient 
monitoring and wearable health trackers. In industrial 
settings, IoT contributes to predictive maintenance and 
optimization of manufacturing processes, enhancing 
efficiency and reducing downtime. Despite its 
transformative potential, IoT encounters challenges 
such as security and privacy concerns, interoperability 
issues, and the sheer volume of data generated. Security 
protocols, data encryption, and standardization efforts 
are being implemented to address these concerns and 
establish a secure and reliable IoT ecosystem Looking 
ahead, the future of IoT involves advancements in edge 
computing, artificial intelligence, and 5G connectivity. 
Edge computing brings processing toward IoT devices, 
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real time communication to process and store the 
data produced by these smart devices. Fog computing 
supplies edge data center distribution, location 
awareness, distribution area, and other functions. The 
cloud layer consists of smart routers, small servers or 
other devices that enable data transmission in between 
the different devices [5]. Fog computing was invented 
in 2012 and is currently used in smart cities, smart 
healthcare, smart transportation, etc. It is widely used 
in areas.

RELATED WORK
Load balancing within the fog environment is a full-
size vicinity of studies wherein many researchers 
gave their contribution. We’ve reviewed many survey 
papers inside the area of useful resource control load 
balancing in fog computing as well as cloud computing. 
In the load balancing technique of fog computing, not 
much work has been done till now. Most researchers 
have worked upon load balancing techniques. Right 
here we supplied the precis of current surveys carried 
out inside the area of cloud and fog computing 
Arunarani et al. studied special scheduling strategies 
of cloud computing. Different indicators of existing 
technologies are examined and the problems faced by 
these technologies are discussed. The survey compares 
data based on different technologies and decisions. 
The paper also highlights different research topics in 
cloud planning. This article only focuses specifically on 
planning technology. This article does not consider the 
balance and usage of resources in the cloud data center. 
Dey et al. [4] provide the study on present techniques 
of VM migration and their benefits and limitations 
along with their outcomes. The paper contains various 
statistical models and also analyzes the practical 
results. The survey of several parameters concerns, i.e. 
VM migration, performance, mean time and energy 
consumption either after or before host logouts. Gobai 
Alani et al. [2] reviewed different control systems 
for climate applications and provided a good review 
in taxonomy. The authors cognizance of numerous 
factors of aid management along with load balancing, 
scheduling and distribution, activity allocation, useful 
resource allocation and performance. Compare resource 
management techniques from various aspects: QoS 
metrics, tools, case studies, and technologies used. These 

reducing latency and improving actual-time abilities. 
Artificial intelligence enables more intelligent data 
analysis, leading to predictive insights and automation. 
The deployment of 5G networks further accelerates 
data transfer speeds, fostering a more responsive and 
interconnected IoT landscape. This abstract offers 
a comprehensive overview of IoT, emphasizing its 
architecture, applications, challenges, and future 
directions. As IoT continues to evolve, its impact on 
various industries and daily life is composed to grow, 
ushering in a new age of connectivity to technology and 
data-driven innovation.

The Internet of Things (IoT) has delivered big records 
and analytics in a few years. By 2015, the Internet 
of Things will include more than 15 billion devices 
connected with sensors, making the operation of the 
network a must to manage. Connected gadgets include 
different wearable electronic devices (smart watches, 
various assistive devices, glasses), smart cities, smart 
grids for measuring home energy consumption, vehicle 
electronics and sensor connectivity. Cisco Systems 
announced that there will be 50 billion connected devices 
by 2020. However, in the present situation, various 
researchers have determined the count of fog near 2020, 
that is, there are nearly 31.73 billion hardware devices 
available by the end of 2020. These rates will start to 
increase from 15% to 50%. It will reach 150 billion in 
the next few years by 2030.

This tool additionally makes use of a whole lot of 
strength, which must be reduced to save you device 
failure. IoT information is saved and executes in cloud 
records facilities. However, cloud computing is most 
effective for initiatives that require excessive latency 
and few availability. The growth of IoT devices requires 
a program that could lessen records transmission 
and power intake in cloud data centers. Fog count is 
designed to serve low latency and excessive carrier 
to IoT customers. Fog computing is a relatively 
virtualized system that enables interaction between 
cloud information and IoT customers. The cloud layer 
connects to IoT near Bluetooth, WiFi and 4G LTE 
wireless network access.

As IoT systems expand, the increase in data volume, 
speed and diversity gives the growth to cloud 
applications [2]. The Internet of Things also requires 
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algorithm. On the basis of analysis of many research 
documents, we can conclude that there is no review of 
the assessment process to ensure the distribution and 
significance of this process in the air. In this article, 
we examine in detail the loading equation methods 
proposed by various researchers and discuss the 
research challenges they face.

PROPOSED WORK
Based on the explanation in the above section, we can 
say that more work needs to be done on balancing the 
atmosphere in the environment. We propose a cloud 
computing framework to achieve load balancing. Our 
proposed framework is an extension of cloud design 
where we use parallel objects in the cloud layer. Figure 
1 shows the design model for stability in airspace. There 
are three layers in this model: end user, cloud layer and 
cloud layer. The description of the layers is as follows: 

Fig 1: Fog computing architecture for load balancing

End users: The first layer consists of end users who 
create various requests. These users are IoT users; so 
they need to respond. 

Fog Layer: Fog is the second layer with a central 
controller that controls all requests from end users. The 
central management manages the requests. End user 
requests are split into a set of tasks assigned to a load 
balancer. The load balancer controls the availability of 
resources in the cloud layer. Allocates tasks to virtual 
resources. If there is a lot of customer demand, some 
resources will be overused, while other resources will 
be underutilized. So the load balancer will transfer tasks 
from overused nodes to underused nodes. The load 
balancer tries to distribute client requests evenly across 
all services so that these requests can be processed 

methods were also compared with their advantages and 
disadvantages. Kumar et al. [6] conducted a review of 
air conditioning measurements. This article describes 
the different challenges faced in load balancing and their 
challenges. We did an analysis and divided the load test 
into different groups. The advantages, disadvantages, 
difficulties and details of these technologies are 
examined. Pulgebrai et al. [8] studied various load 
measurement methods for IoT. These technologies are 
parted into two types: centralized and decentralized. 
These technologies are compared from various aspects, 
good to bad, with QoS parameters, and the problems 
and search difficulties faced by customers are included. 
Chandak et al. [5] reviewed various measurement 
methods and gave a review of present methods. This 
article also examines this technology as a different 
measure of climate and presents a simulation tool to 
perform such measurements. Xiao et al. [6] investigated 
the differences between parallel, operational systems 
used in cloud computing. Attention has been drawn to 
the disadvantages of this process. Attention has been 
drawn to the disadvantages of this process. This article 
also discusses various problems encountered in the 
cloud computing load balancing process. This article 
does not address the difference from the perspective in 
the previous image. Hong et al. The architecture and 
infrastructure of cloud and edge computing are now 
being examined. This article also examines the various 
control systems available in the aerospace environment. 
This architecture is classified according to the level 
of information control and algorithm usage. They 
classified these models into hardware, system software 
and media. Algorithms are divided into groups such as: 
detection, evaluation, evaluation and placement. This 
article is mostly about architecture and infrastructure. 
There isn’t much explanation of the algorithm, and there 
doesn’t seem to be any comparison between existing 
algorithms. Mooradian et al. It provides a broad study 
of cloud computing. The author focuses on the latest 
technology in cloud computing. This article covers the 
algorithms, structure and simple principles of cloud 
computing. Many challenges are communicated and 
search tips are given. This article discusses Tactile 
Internet, a new technology that discusses the role of 
air. The article focuses on different algorithms of cloud 
computing but does not focus on the load balancing 
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immediately and clients can be responded to quickly. 
The cloud layer includes routers, nano data servers, 
and databases and also helps in storing, processing, and 
transmitting data to the cloud layer. 

Cloud tier: Cloud tier has a large database that retrieves 
data from the cloud tier and stores it for later use and 
processing. 

CONCLUSION
In this modern computing era with the increase of IoT, 
the necessary of load balancing extended in the fog 
computing surroundings in the fog computing structure, 
the fog is an intermediate layer between smart IoT 
devices and cloud layer which helps to execute actual-
time records on the fog layer only, and in addition 
statistics are despatched to loud statistics centers, for 
storage and processing. Now and again workload at the 
fog layer is elevated because of extra IoT user requests, 
which are addressed smartly in order that IoT customers 
get a direct response in actual time. For this motive, 
load balancing is implemented within the fog layer in 
order that duties must similarly divide among all the 
processing nodes.
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ABSTRACT
This research examines utilizing Flutter and Firebase to develop the CakeMeUp e-commerce app for a cake 
shop, aiming for a seamless user experience. It reviews literature on consumer behavior trends in e-commerce 
and app development to contextualize the study. Implementation details cover the user workflow from login to 
order tracking, system architecture using Firebase’s real-time database and Firestore collections, challenges faced 
like dependency management and performance optimization, and integration of the ikChatbot for personalized 
assistance. Key benefits of using Flutter and Firebase highlighted include high performance, cross-platform 
capabilities, attractive UI design, scalability through serverless architecture, and strong community support. 
The app’s core features encompass an intuitive ordering process, secure payment gateways, cake customization, 
user-friendly chatbot, and admin panel. Despite challenges, Flutter and Firebase enable creating innovative, user-
centric e-commerce solutions by leveraging their strengths in mobile app development and cloud infrastructure. 
Continuous improvements are necessary to meet evolving consumer needs in the competitive landscape.

KEYWORDS : Flutter, Firebase, Dart, E - Commerce, Chatbot.

INTRODUCTION

Flutter and Firebase have emerged as powerful tools 
in the realm of mobile app development. Flutter 

enables the creation of natively compiled applications 
for various platforms using a single codebase. 
Firebase, a comprehensive mobile and web application 
development platform, provides a robust backend 
infrastructure with features like real-time database, 
authentication, and cloud functions. 

The proposed E-Commerce solution aims to 
revolutionize the cake shopping experience by 
combining the best of Flutter’s user interface capabilities 
and Firebase’s robust backend services. By harnessing 
Flutter’s reactive programming model and Firebase’s 
real-time data synchronization, the app promises a 

truly dynamic and immersive experience for users. 
Moreover, the integration of cloud-based services like 
Firebase Cloud Storage and Firebase Hosting ensures 
scalability and efficient resource management, crucial 
for handling varying traffic and data loads typical of 
e-commerce platforms.

The proposed E-Commerce solution for a cake shop 
leverages the strengths of Flutter and Firebase to 
deliver a seamless and dynamic user experience.[7] 
It incorporates features such as a visually appealing 
and responsive UI, real-time updates on order status, 
secure authentication for user accounts, and efficient 
data storage through Firebase’s real-time database. 
Additionally, the app integrates Dart, the programming 
language used by Flutter, ensuring high-performance 
execution.
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The innovative aspects of the app extend to the 
incorporation of a chatbot. This chatbot, designed for 
enhancing user interaction, will provide a personalized 
and interactive shopping experience, making the 
E-Commerce platform more engaging and user-
friendly[8].

LITERATURE REVIEW
The paper “A Study of Consumer Behavior Towards 
Food Ordering And Delivery Platform” aimed 
to understand consumer preferences and factors 
influencing online food ordering decisions. 129 
respondents provided information via surveys and 
online sources. It found social media greatly influences 
customers. To maintain satisfaction, platforms should 
fix technical issues, enhance site performance, delivery 
windows, and provide attractive offers.[1]

 The paper “A Study On The Impact Of Covid-19 On 
Home Delivery Of Food Items Through Food Delivery 
Platforms” discussed customers’ reluctance to order 
food online due to fears of infection and concerns about 
delivery personnel’s cleanliness during the Covid-19 
outbreak. It contrasted acceptance criteria of those who 
placed and didn’t place online orders.[2]

The paper “Digital Food Service Application: It’s 
Influence and Challenges Faced by Consumers” 
investigated consumer behavior in retail and e-commerce 
using methods like structural equation modeling and 
questionnaires. It proposed a theoretical model based on 
frameworks to examine factors influencing consumer 
attitudes and intentions towards online food delivery 
services.[3]

The paper “Implementation E-Commerce in Cake Shop” 
discusses an online cake ordering system that simplifies 
buying cakes, arguing that making businesses internet-
accessible with 24/7 online services can expand product 
ranges and improve customer access.[4]

The paper “Developing an E-Commerce Application 
Using Flutter” presents a case for using Flutter in 
e-commerce app development, highlighting its cross-
platform capabilities, cost-effectiveness, engaging 
UIs, and outlining steps for developing a Flutter-based 
e-commerce app.[5]

“Food Ordering Mobile Applications – A new wave in 

Food Entrepreneurship” reports a survey finding 95% 
user awareness of mobile food ordering apps, with 
benefits for businesses but challenges from customer 
reviews. It analyzed aspects like usage, business 
volume, and delivery effectiveness.[6]

IMPLEMENTATION DETAILS
User Workflow

The CakeMeUp app’s user flow, as depicted in Figure 
1, starts with the login interface where users can create 
a new account by providing phone number, name, and 
address details or log in if already registered. Upon 
successful login/registration, users access the main 
System UI to browse through various cake items. They 
can add selected cakes to the cart and proceed to the 
‘Buy’ option when ready for purchase. 

Two primary payment methods offered are Cash on 
Delivery (COD) and UPI/Net banking for the user’s 
preferred mode. After payment, users get the ‘Track 
Order’ feature to monitor the real-time status and 
location of their cake delivery. The UI allows navigating 
cake varieties, adding to cart,choosing payment method, 
and tracking orders seamlessly.

Fig. 1 User Worflow Flow Daigram

Architectural Description

1) Backend: The backend of CakeMeUp utilizes a 
cloud-hosted Firestore Database, a NoSQL document 
database offered by Firebase. The database logically 
partitions into multiple collections for storing diverse 
data types:
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Fig. 2. User Flowchart

Problems Encountered

1. Dependency upgrades with breaking changes: 
As Flutter evolves rapidly, updating for new 
features led to breaking changes with new versions 
incompatible with previous ones. This caused 
code conflicts, deprecated methods, and behavior 
changes requiring careful codebase modifications. 
Effectively managing these updates became crucial 
for a stable, up-to-date application.

2. State Management: Flutter’s reactive programming 
model and the use of streams and providers can be 
challenging when working with real-time data from 
Firebase Realtime Database or Firestore. Managing 
state across different parts of the application and 
ensuring consistent data flow can be complex

3. Handling Image Assets and Performance 
Optimization: Loading and displaying images 
efficiently is crucial for a visually appealing 
E-Commerce app. Flutter, being a UI-centric 
framework, requires thoughtful handling of image 
assets to prevent performance bottlenecks. Issues 
like slow image loading times and improper 
caching aroused.

4. Integration and Testing of Chatbot Functionality: 
Seamlessly integrating a chatbot required 
addressing UI, UX, and conversational flow 
issues. Ensuring accurate query understanding 
and relevant responses involved rigorous testing 
and iterative refinement. Handling potential 
chatbot misinterpretations or comprehension 
failures required thoughtful consideration during 
development and testing.

• RatnagiriCakes and ChiplunCakes: Dedicated to 
storing cake information from Ratnagiri and Chiplun 
regions, allowing efficient data management and 
retrieval based on geographical locations.

• RatnagiriOrders and ChiplunOrders: Similar to 
cake collections, designed to store order data 
specific to Ratnagiri and Chiplun regions, ensuring 
efficient order tracking and management based on 
respective regions.

• Users: Responsible for storing user-related data like 
profiles, preferences, and order histories, facilitating 
personalized experiences and maintaining user 
interaction records.

2) Frontend: The CakeMeUp app’s frontend develops 
using Flutter, a cross-platform framework for building 
mobile applications. Flutter enables creating a 
responsive and visually appealing user interface (UI) 
deployable on web and Android platforms, serving 
as the primary interface for browsing cakes, placing 
orders, and interacting with the application.

3) Other Services: Two third-party services integrate to 
enhance functionality and user experience:

• RazorPay: A popular online payment gateway 
service in India, incorporated to facilitate secure 
online payments for cake orders placed through the 
app, ensuring a seamless payment experience and 
reducing purchase abandonment risk.

• ikChatbot: This service integrates to provide 
customer support and address user queries or 
reviews related to the cake shop’s products and 
services, aiming to enhance the overall customer 
experience by offering real-time assistance and 
addressing potential concerns or questions during 
the ordering process.

The proposed architecture, as shown in Fig 2, leverages 
cloud-based databases, cross-platform mobile 
development frameworks, and third-party services 
to deliver a comprehensive and user-friendly cake 
ordering system.   
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5. Cross-Platform Compatibility: While Flutter aims 
to provide a consistent experience across platforms, 
there may be platform-specific nuances or 
dependencies that need to be addressed, especially 
when integrating with native functionality or third-
party libraries

Benefits
1. High Performance and Native-Like User 

Experience: Flutter uses a compiled language 
(Dart) to achieve high-performance execution and 
near-native performance on both Android and iOS 
platforms, ensuring smooth animations and fluid 
user interactions for a native-like user experience.

2. Scalability and Serverless Architecture: Firebase’s 
serverless architecture eliminates the need for 
managing servers and infrastructure, automatically 
scaling to accommodate varying workloads 
and ensuring efficient resource utilization for 
E-Commerce applications.

3. Sunning UIs: Flutter’s widget-based approach and 
rich set of customizable widgets make it easier 
to create visually appealing and responsive user 
interfaces. This is crucial for the cake shop app, 
where attractive UI design can enhance the user 
experience and potentially drive more sales.

4. Cross-platform development: Flutter’s cross-
platform capabilities enable developing a single 
codebase deployable on Android, iOS, and web 
platforms. This streamlines the development 
process, reduces time and costs, and ensures a 
consistent user experience across devices and 
operating systems.

5. Strong Community Support: Flutter has a vibrant 
and rapidly growing community of developers, 
providing a wealth of resources, documentation, 
and third-party packages, enhancing the learning 
experience and ensuring the framework stays up-
to-date with industry trends.

RESULTS
Features of the App
1. Attractive and user-friendly UI: The app will feature 

a visually appealing and intuitive user interface, 
designed using Flutter’s extensive collection of 

customizable widgets, ensuring a polished and 
engaging experience for users.

2. Hassle-free order process: The app will provide a 
seamless order process, leveraging Firebase’s real-
time database to synchronize order information and 
inventory across devices in real-time, ensuring a 
smooth and efficient experience for customers.

3. Secure payment gateway with COD available: 
The app will integrate secure payment gateways, 
including the option for Cash on Delivery (COD), 
facilitated by Firebase’s authentication and 
authorization features for implementing robust 
access control and user roles.

4. Cake customization options: Users will have the 
ability to customize their cake orders through a 
user-friendly interface, with the backend logic 
for processing customization requests handled by 
Firebase’s Cloud Functions.

5. User-friendly chatbot: The app will incorporate a 
chatbot feature, developed using Flutter’s widget 
library and Firebase’s real-time database, to provide 
users with a conversational and user-friendly 
experience for inquiries and assistance.

6. Refi admin panel: An administrative panel will 
be included in the app, leveraging Flutter’s cross-
platform capabilities and Firebase’s real-time 
database, allowing administrators to manage 
orders, inventory, and user data efficiently.

B. ikChatBot

The cake shop app integrates ikChatbot to serve these 
purposes:

1. Obtaining customer reviews: The chatbot gathers 
feedback and opinions from users about the app, 
ordering process, and cake quality. This helps 
identify areas for improvement and understand 
customer satisfaction levels.

2. Providing assistance: It offers real-time support and 
troubleshooting to users. Additionally, it provides 
order status updates and guidance on using various 
app features.

3. Recommending cakes/flavors: Based on 
user preferences, dietary needs, or occasion 
requirements, the chatbot suggests suitable cakes 
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or flavors. This personalized recommendation 
enhances the user experience.  

4. Addressing inquiries: It responds to a diverse range 
of user questions related to products, services, 
pricing, and more. Prompt resolution of queries 
improves customer satisfaction.

5. Soliciting feedback: The chatbot collects user 
opinions on specific aspects of the app, such as UI, 
navigation, or new functionalities. This feedback 
aids in making informed decisions for future app 
enhancements.

Output

Upon initial app launch, users encounter the login screen, 
requesting phone number and additional information if 
not previously registered, as depicted in Figure 3.

 

Fig. 3 Login and Personal Details

After successful login, users gain access to browse 
the bakery’s full catalogue, including detailed item 
information as illustrated in Figure 4.

 

Fig. 4 Bakery Catalogue and Cake Details

Users possess the ability to add desired items to their 
cart, customize quantities, and subsequently advance to 
the checkout process.

Fig. 5 Adding Cakes to the Cart

 

Fig. 6 Proceeding to Checkout and Payment Gateway

CONCLUSION
In summary, this research explores the adoption of 
Flutter and Firebase in crafting an E-Commerce 
solution tailored for a cake shop’s needs. Through an in-
depth analysis of relevant literature and implementation 
specifics, we have outlined the strengths and challenges 
associated with these technologies. Flutter facilitated 
the creation of a responsive and visually engaging user 



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 66

CakeMeup App - Investigating the use of Flutter and Firebase........ Athalye, et al

interface, while Firebase provided a scalable backend 
infrastructure with real-time database capabilities. 
Despite facing challenges such as dependency upgrades, 
state management complexities, and performance 
optimization issues, the benefits of Flutter and Firebase, 
including high performance, scalability, and cross-
platform development, outweighed the drawbacks. 
The developed app offers features like seamless 
order processing, secure payment options, cake 
customization, and user-friendly chatbot assistance, 
enhancing the overall customer experience. Continuous 
updates and improvements will be necessary to address 
emerging trends and evolving consumer preferences in 
the competitive E-Commerce landscape. Overall, this 
research underscores the significance of Flutter and 
Firebase in building innovative and user-centric mobile 
applications, paving the way for future advancements in 
E-Commerce solutions.
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ABSTRACT
This study presents a machine learning model for predicting custom motorcycle prices based on various 
specifications. These include brand, model name, max power, max torque, fuel tank capacity, top speed, front 
brake type, kerb weight, overall length, overall width, wheelbase, and overall height. The model aids both buyers 
and sellers in determining fair prices by considering market trends and demand. Using a dataset containing 
comprehensive information on custom bikes and their prices, the research employs explainable AI techniques 
such as LIME and SHAP to enhance interpretability. SHAP values are calculated to understand feature importance 
globally, depicted through visual SHAP summary plots. LIME offers local interpretability, providing explanations 
for specific instances in the test data. The integration of these techniques results in a transparent machine learning 
model. The Random Forest Regressor (RFR) is identified as the optimal algorithm, with a notable R-squared 
score of 0.87 and a cross-validation score of 0.82, indicating robust performance on both training and testing 
data. The developed model is encapsulated in a Flask app, enabling users to input custom bike specifications and 
promptly receive price estimates. This approach fosters transparency and informed decision-making in the custom 
motorcycle market.

KEYWORDS : Custom bike, Machine learning, Random forest regression, Flask, Explainable AI.

INTRODUCTION

The market for custom bikes has been growing 
steadily in recent years as people are looking for 

unique and personalized vehicles. But depending on 
several variables, like the kind of bike, the brand, and 
the specs, bespoke bike costs can differ dramatically. 
Therefore, it is crucial to develop a system that can 
accurately predict the price of a custom bike.

Machine learning has shown tremendous potential 
in predicting prices in various industries, and the 
custom bike market is no exception. By using machine 
learning algorithms, we can analyze historical data 
and make predictions about the price of a custom-built 
motorcycle. This can help potential buyers and sellers 

to have a better understanding of the market value of a 
custom bike.

In this research paper, we present an innovative 
software solution for custom bike price prediction 
using machine learning techniques. Our system utilizes 
a comprehensive dataset of custom bike specifications 
and prices to train a machine learning model. Based on 
the features of a custom bike, the model can accurately 
predict its price. The paper will also discuss the  
methodology used in collecting and cleaning the data, 
feature selection, model selection, and performance 
evaluation. By the end of this paper, readers will have 
a better understanding of how machine learning can be 
used to predict the price of custom bikes accurately.

Department of Artificial Intelligence and Data Science
VIIT

Pune, Maharashtra
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The software solution we have developed is user-
friendly and can be used by custom bike manufacturers, 
dealers, and enthusiasts. The system can help in making 
informed decisions about pricing, buying, and selling 
custom bikes. The accuracy of the price prediction 
can help in eliminating the risk of overpricing or 
underpricing, which can lead to financial losses. In 
addition, our commitment to transparency is evident 
through the incorporation of Explainable AI (XAI) 
methods in our model. This ensures that the decision-
making process of our custom bike price prediction 
model can be interpreted and understood. XAI methods 
provide insights into how the model arrives at its 
predictions, enhancing user trust and facilitating a 
deeper understanding of the market dynamics. The 
findings of this study can assist buyers and sellers make 
wise decisions by offering insightful information about 
the custom bike industry. Furthermore, this study may 
be used as a guide for next studies on price prediction in 
the custom bike market.

The main objective is to develop a model that can 
precisely estimate the price of a motorbike that has 
been customized by considering several variables, 
including the kind of bike, the parts that are utilized, 
and the degree of customization. Custom motorcycle 
purchasers and builders may use this model to estimate 
the cost of a custom bike, which will aid them in 
the decision-making and bargaining processes. The 
intention is to improve the efficiency and transparency 
of the custom motorcycle industry by developing a tool 
that can offer a trustworthy and accurate estimate of the 
cost of a motorbike.

Developing a predictive model that can reliably 
estimate the cost of custom bikes based on features like 
the name, brand, maximum power and torque, fuel tank 
capacity, top speed, type of front brake, kerb weight, 
overall length, overall width, wheelbase, and overall 
height is the aim of this study on custom bike price 
prediction. The machine learning model will be trained 
and validated by the study using a dataset of historical 
custom bike data. The intention is to give specialized 
bike builders and bike lovers a trustworthy and precise 
tool for estimating the worth of their bikes or prospective 
acquisitions. Furthermore, this research will highlight 

the advantages of applying machine learning and 
investigate its possible uses in the automobile sector.

Fig. 1. Block Diagram for Custom Bike Price Prediction 
[9]

CUSTOM BIKE PRICE DATASET
To train and test the custom bike price prediction 
model, we collected datasets from various sources, 
including online marketplaces, manufacturer websites, 
and customer reviews. The datasets contain information 
about various features of custom bikes, such as the 
name, brand, max power, max torque, fuel tank capacity, 
top speed, front brake type, kerb weight, overall length, 
overall width, wheelbase, and overall height.

We cleaned and preprocessed the datasets to remove 
any inconsistencies and missing values. The final 
datasets consist of 173 custom bikes with 13 features 
each. Figure 2 shows a sample of the dataset.
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● In Xu et al.’s (2019) exploration of Explainable 
AI (XAI), [2] the paper traces the historical 
evolution from expert systems to contemporary 
deep learning, emphasizing transparency needs in 
real-world applications. The study explores current 
state-of-the-art methods and important research 
areas, contributing valuable insights as XAI 
gains prominence. It concludes with a discussion 
on difficulties and potential paths, significantly 
advancing the comprehension and advancement of 
explainable AI systems.

● Bhagirath et al. (2021) study, “Indian Market Price 
Forecasting for Online Resale Bikes “ [3] addresses 
the challenge of accurately estimating bike prices 
on platforms like OLX, emphasizing the complexity 
of pre-owned bike data. By employing Decision 
Tree and Linear Regression techniques on OLX 
India’s data, they enhance accuracy, with Linear 
Regression showing superior precision through 
statistical parameters Mean, Variance, and Standard 
Deviation. This work significantly contributes to 
improving pre-owned bike price predictions in the 
dynamic online resale market.

● Linardatos et al. (2021) provide a thorough analysis 
in “ Explainable AI: An Overview of Interpretability 
Techniques for Machine Learning” [4] addressing 

Fig 2. Dataset of custom bikes

RELATED WORK
The utilization of machine learning methods to forecast 
the costs of different goods and services has gained 
popularity in the last few years. Research on forecasting 
car costs has been done on several occasions; custom 
bikes and cars have a lot in common. In this field, some 
pertinent works include:

Machine learning has shown tremendous potential in 
predicting prices in various industries, and the custom 
bike market is no exception. By using machine learning 
algorithms, we can analyze historical data and make 
predictions about the price.

● Pudaruth’s study (2014) [1] delves into supervised 
machine learning to forecast the cost of used cars 
in Mauritius, making use of decision trees, naive 
Bayes, k-nearest neighbors, and multiple linear 
regression. Despite the seemingly simple task, 
all four methods yield comparable performances, 
highlighting the challenges involved. While 
recognizing the difficulty in achieving high 
accuracy, the study sets the stage for future 
exploration of more sophisticated algorithms to 
enhance predictive capabilities in this domain. 
Pudaruth’s research contributes significantly to 
advancing effective machine learning approaches 
for predicting used car prices.
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the challenges of increasing AI complexity leading 
to “black box” models. Emphasizing the resurgence 
of interest in Explainable Artificial Intelligence 
(XAI), the study focuses on interpreting machine 
learning models for transparency. With a literature 
review and taxonomy of interpretability methods, 
the authors contribute a valuable resource for 
theorists and practitioners seeking insights into 
XAI implementations, aiming to mitigate the 
opacity associated with advanced machine learning 
systems. 

● Chang Gao and Yong Chen (2022) “ Predicting 
Bike Sharing Demand with Machine Learning 
Techniques” [5] suggests using four machine 
learning models - linear regression, random forest, 
k-nearest neighbors (KNN), and support vector 
machine - to predict consumer demand for bike 
sharing in Seoul. The approach is based on machine 
learning. By adding variables other than weather, 
like air pollution, traffic data, Covid-19 cases, and 
social and economic factors, we hope to improve 
earlier studies on bike sharing demand and improve 
prediction accuracy.

● In Bukvić et al.’s (2022) research on “ Supervised 
machine learning for the prediction and 
classification of used car prices” [6] they tackle the 
challenge of used-car price prediction in a growing 
market. Using data from “Njuškalo,” the Croatian 
online seller, and employing supervised machine 
learning, they achieve a noteworthy 95% prediction 
accuracy with linear regression. Their study sheds 
light on key factors like kilometers traveled and the 
year of production, contributing valuable insights 
to the comprehension of used vehicle pricing 
dynamics in a specific market context.

● Carta et al.’s (2022) study, “Explainable AI for 
Financial Forecasting” [7] navigates the challenges 
of financial feature engineering using machine 
learning. Emphasizing the low correlation 
between financial data features and labels, the 
paper employs explainable artificial intelligence 
(XAI) for automatic feature selection. The focus 
on predicting next-day returns for diverse stocks 
incorporates machine learning to develop effective 
feature selection strategies. This work contributes 

substantially to XAI in financial forecasting, 
showcasing its potential for identifying relevant 
features and enhancing prediction performance.

● Shaprapawad et al. (2023) enhance car price 
prediction via machine learning [8], addressing 
overfitting with regularization. Their study deploys 
diverse models, highlighting the support vector 
regressor’s optimal performance (R2: 95.27%, 
MAE: 0.142, MSE: 0.047, RMSE: 0.218). Focusing 
on factors like mileage and manufacturing year, 
it delivers a reliable tool for sellers, buyers, and 
manufacturers, showcasing machine learning’s 
efficacy in predicting used car prices.

While these studies focused on predicting the prices of 
automobiles, their approaches and techniques can be 
adapted to custom bikes. However, custom bikes have 
unique features and characteristics that require specific 
considerations. In the following section, we describe 
our proposed approach for predicting custom bike 
prices using machine learning.

METHODS
Machine Learning Model Training

We trained four different regression models to predict 
the price of a bike:

● Random Forest Regressor (RFR): The Random 
Forest Regressor is one machine learning strategy 
that is widely applied to regression issues. To 
make a final forecast, it builds several decision 
trees during the training phase and averages the 
predictions made by each tree. For predicting the 
cost of a custom bike given its specifications, we 
could build a model using the Random Forest 
Regressor.

● Decision Tree Regressor (DTR): Another machine 
learning approach for predicting custom bike 
prices is the Decision Tree Regressor. Recursively 
dividing the dataset into smaller subsets according 
to the input feature values is how it operates. This 
process is continued until each subset either reaches 
a maximum depth or only has one target variable 
value. Both continuous and categorical data can 
be handled by the non-parametric Decision Tree 
Regressor technique. Additionally, it can record 
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nonlinear correlations between the input features 
and the target variable.

● Adaptive Boosting Regressor (ABR): A machine 
learning technique called Adaptive Boosting 
Regressor, or AdaBoost, is applied to both regression 
and classification issues. It is an ensemble learning 
algorithm that builds a strong model by combining 
several weak models. In the case of regression, 
the weak models are decision trees. the algorithm 
takes in the dataset containing the features and the 
corresponding prices. Training and testing sets of 
the dataset are separated. The training set is then 
used by the method to train several decision tree 
models. After every model is trained, the weights 
of the training examples are changed to priorities 
the examples that were incorrectly classified. The 
final model is formed by summing the weights of 
the weak models.

● Elastic Net Regressor (ENR): Like the other 
regression algorithms previously described, a 
machine learning algorithm called Elastic Net 
Regressor is utilized in regression analysis. It 
combines the features of both Ridge and Lasso 
regression models, and it uses a penalty term that 
combines L1 and L2 regularization techniques. 
In the context of custom bike price prediction, 
the Elastic Net Regressor can be used to estimate 
a custom bike’s cost based on several factors, 
including the name, brand, max power, max torque, 
fuel tank capacity, top speed, front brake type, kerb 
weight, overall length, overall width, wheelbase, 
and overall height. The algorithm can determine 
how these attributes and the bike’s price relate to 
each other from a training dataset and then predict 
the price of a new bike with similar features.

The transformers used in the pipeline are:

● Column Transformer: Used to apply various 
transformers to various data columns.

● Standard Scaler: used to improve the uniformity of 
the numerical data.

● One Hot Encoder: utilized for encoding categorical 
data.

The first step in the process was to preprocess the 
data using Column Transformer to one-hot encode 

the categorical features and scale the numerical 
features. We used StandardScaler() to standardize the 
numerical data, OneHotEncoder(sparse=False, handle_
unknown=’ignore’)  to one-hot encode the categorical 
data.

We created two different ColumnTransformer() 
instances, one for each model type. The first column 
transformer, trf1_RFR, is used to transform the data 
before training the RFR and ENR models, and the 
second column transformer, trf1_DTR, is used to 
transform the data before training the DTR and ABR 
models.

We then created the four regression models using the 
following algorithms:

● RFR: RandomForestRegressor(n_estimators=200, 
* criterion=’squared_error’)

● DTR: DecisionTreeRegressor(random_state=42)

● ABR: AdaBoostRegressor()

● ENR: ElasticNet(alpha = 0.1, l1_ratio = 0.5)

We created four pipelines, one for every regression 
model, utilizing the corresponding regression model 
and the two column transformers that were previously 
made.

We used the test data to make predictions, the training 
data to train each pipeline, and the R-squared score 
to assess each model’s performance. For a more 
comprehensive understanding of each model’s ability to 
generalize to previously unseen data, we also employed 
cross-validation with 15 folds.

Model Integration

A Flask app included in this project allows users to 
communicate with the machine learning model by 
providing custom input parameters and getting a 
price prediction in response. The Flask app is a web 
framework that allows the creation of web applications 
in Python.

The Flask app uses the pickle library to load the trained 
machine learning model from a saved file, so that the 
app can use it to make predictions. This means that the 
trained model is integrated with the Flask app and can 
be accessed through it.
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There are two HTML templates in the Flask application: 
home.html and result.html. Which offer the user 
interface for setting input parameters and showing the 
estimated cost. The home.html template contains a 
form that allows the user to enter the input parameters 
required to make a price prediction. Once the user has 
entered the input parameters, they can submit the form 
to the Flask app.
When the user submits the form, the Flask app takes 
the input parameters, and the machine learning model 
uses them to make a price prediction. The predicted 
price is then displayed on the result.html template. This 
template is responsible for displaying the predicted 
price in a user-friendly format, so that the user can 
easily understand the output.
XAI Methods
In the pursuit of enhancing the interpretability of our 
machine learning model dedicated to predicting bike 
prices, we incorporated an Explainable Artificial 
Intelligence (XAI) approach. This integration featured 
two prominent techniques, namely LIME (Local 
Interpretable Model-agnostic Explanations) and SHAP 
(SHapley Additive exPlanations). For the SHAP 
component, a Random Forest Regressor was trained 
on the relevant bike features, and SHAP values were 
subsequently computed using the SHAP library for 
the test dataset. In order to learn more about how the 
model makes decisions, a comprehensive summary plot 
was generated using the calculated SHAP values. This 
involved creating an Explainer object, utilizing the shap.
Explainer class, and employing the shap.summary_plot 
function, where the feature_names parameter aided in 
providing clear identification of the features involved.
Concurrently, the LIME technique was integrated, 
involving the creation of a LIME explainer object 
(explainer_lime) through the LimeTabularExplainer 
class, configured specifically for tabular data and 
regression. The subsequent utilization of the explain_
instance method facilitated the generation of a local 
explanation (exp) for a chosen instance in the test 
dataset, contributing to a more localized and granular 
understanding of model predictions.
SHAP (SHapley Additive exPlanations)
The foundation of SHAP values is cooperative game 
theory and assign a unique value to each feature, 
representing its contribution to the prediction. The 
Shapley value of a feature is calculated by considering 
all possible permutations of feature combinations. 

The Shapley value ensures a fair distribution of credit 
among the features.

    (1)

where ϕᵢ(f) is the Shapley value of feature i, N is the 
entire set of features, and f(S) is the model prediction 
for the subset of features S.

LIME (Local Interpretable Model-agnostic 
Explanations)

LIME manipulates the input features and tracks 
the changes in the model’s output to create local, 
interpretable models around particular instances. It uses 
a simpler, more interpretable model to approximate the 
behaviour of the model locally.

    (2)

Where:

● g ̂(x) is the interpretable model’s output for instance 
x,

● L is a loss function measuring the difference 
between the prediction of model f (x) and the 
interpretable model’s predictions,

● πx represents the perturbed instances near x,

● Ω(g) is a penalty term encouraging simplicity.

RESULTS & EVALUATION
Screenshot of the UI functional prototype

 

Fig. 3. Output 1
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Fig. 4. Output 2

Machine Learning Model Evaluation:

Following the four regression models’ training and 
testing, the following outcomes were discovered:
Table 1. R-square and Mean R-squared Cross-validation

Model R-square Mean R-squared 
Cross-validation

Random Forest 
Regressor (RFR)

0.87 0.82

Decision Tree 
Regressor (DTR)

0.95 0.69

Adaptive 
Boosting 

Regressor (ABR)

0.90 0.75

Elastic Net 
Regressor (ENR)

0.74 0.71

The below graphs illustrate R-squared and cross-
validation scores for Random Forest, Decision Tree, 
AdaBoost, and Elastic Net Regression.

Fig. 5. Graph of R-squared Scores & Cross-validation 
Scores comparison for different regression algorithms

Fig. 6. Graph of Model Performance Comparison

Based on the results the Random Forest Regressor 
(RFR) appears to be the best-performing algorithm for 
this problem. It has an R-squared score of 0.87, which 
indicates that the model explains 87% of the variability 
in the target variable. Moreover, the mean R-squared 
cross-validation score of 0.82 (82%) suggests that the 
model performs well in terms of generalization.

Fig. 7. Graph of Actual vs Predicted Prices for 6 Random 
Samples on Random Forest Regressor Algorithm

However, it is worth noting that the Decision Tree 
Regressor (DTR) has the highest R-squared score of 
0.95, which is a strong indication that the model fits the 
training data very well. However, its mean R-squared 
cross-validation score of 0.69 indicates that it might 
overfit to the training data, which could lead to poor 
performance on new data.



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 74

Explainable AI-Enhanced Predictive Modelling for Custom........... Jadhav, et al

The AdaBoost Regressor (ABR) also has a high 
R-squared score of 0.90, but its mean R-squared cross-
validation score of 0.75 is lower than that of the RFR, 
indicating that the model might not generalize as well 
to new data.

The Elastic Net Regressor (ENR) has the lowest 
R-squared score of 0.74 and a mean R-squared cross-
validation score of 0.71, indicating that it might not be 
the best choice for this problem.

Overall, the Random Forest Regressor (RFR) appears to 
be the best option for this problem based on the results, 
as it has a good balance between R-squared score and 
mean R-squared cross-validation score, indicating good 
performance on both the training and testing data.

Explainable AI (XAI) Performance

The combined SHAP and LIME approach offers both 
a global overview of feature importance for the entire 
dataset and a localized insight into specific instances, 
collectively enriching the interpretability of our 
machine learning model.

In the following graph, the SHAP graph illustrates the 
overall impact of each feature on price prediction, with 
top-influencing features displayed prominently.

Fig. 8. Graph of SHAP Explanations

Fig. 9. Graph of LIME Explanations

DISCUSSION
The evaluation of the custom bike price prediction 
model, employing four regression algorithms, showed 
that, outperforming the other algorithms, the Random 
Forest Regressor algorithm achieved the highest 
accuracy score. This outcome signifies the suitability of 
the Random Forest Regressor algorithm for accurately 
predicting custom bike prices based on the provided 
features.

Moreover, the study emphasizes the significance of 
selected features such as brand, max power, max 
torque, fuel tank capacity, top speed, front brake type, 
kerb weight, overall length, overall width, wheelbase, 
and overall height in determining custom bike prices. 
The model effectively utilized these features to predict 
prices accurately, underscoring their substantial impact 
on the final price.

Despite these valuable insights, a limitation arises from 
the small dataset used, potentially impacting model 
performance. Future studies could enhance accuracy 
by employing a more extensive dataset. Additionally, 
augmenting features like engine type, suspension 
type, and exhaust type could further refine the model’s 
precision.

Integrating Explainable AI (XAI), like feature 
importance plots or SHapley Additive exPlanations 
(SHAP), enhances interpretability and transparency in 
the model’s decision-making process. This transparency 
aids stakeholders, including buyers and sellers, in 
understanding the contribution of selected features 
to predicted custom bike prices, fostering trust and 
informed decision-making in the custom bike market.
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CONCLUSION
In conclusion, the study successfully employed 
machine learning techniques, including the Elastic Net, 
Adaptive Boosting, Decision Tree, and Random Forest 
regressions, to predict custom bike prices. The Random 
Forest Regressor exhibited superior accuracy, with an 
R-squared value of 0.89. This affirms the efficacy of 
machine learning in precisely estimating custom bike 
prices based on various features.

Moreover, the research highlighted the critical role 
of specific features in influencing custom bike prices, 
offering insightful information to both buyers and 
sellers. The integration of Explainable AI (XAI) 
methods enhanced transparency, enabling stakeholders 
to comprehend how selected features contribute to 
price predictions. Despite dataset limitations and 
potential biases, this study significantly advances our 
understanding of custom bike pricing dynamics and 
demonstrates the potential synergy between machine 
learning and XAI in this domain.
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ABSTRACT
Machine learning getting popular day by day, in every domain we can take the benefit of ML (Machine Learning) 
system. Machine learning models used for the prediction purpose. Here ML models are used to know the campus 
placement of student before student complete the degree. Like human learn from the past experiences, machine 
also can from historical records. These historical records called as Dataset. Here dataset collected from the open 
source repository called as Kaggle. Initially dataset is checked for the preprocessing like any null values, missing 
values, incorrect values, duplicate values which will affect on the final accuracy (performance).

Historical data contains placement records of alumni received from open source -kaggle. It includes information 
such as student academic achievements, internship, project, workshop, soft skill, extracurricular activities and 
placement outcomes. Through data preprocessing and feature engineering, we transform raw data into a structured 
format suitable for predictive modeling. 

Prediction calculation taken using 06 different models. Machine learning model accuracy calculated in the form of 
precision, recall, f1-score and support. 

KEYWORDS : ML algorithms, SVM, Adaboost, XGboost, Naïve byes, Decision trees, Random Forest (RF), KNN, 
Logistic Regression(LR), Cross validation, predictive analysis.

INTRODUCTION

Campus placement activity is very important part in 
student’s college life. Aim of this research paper is 

to check the factors which are significant or influencing 
for the placement of the student. Machine will get 
trained using the given dataset and then it will able to 
tell the effect of various features on the job placement 
like internship, placement training.   

Significance of the Study: In today’s competitive job 
market, understanding the factors influencing job 
placement success among college students is crucial for 
both academic institutions and students themselves. By 
conducting a data-driven analysis using ML(machine 
learning) techniques, this research aims to uncover 
the underlying patterns and correlations within diverse 
datasets that traditional analytical methods may 
overlook. This study lies in its potential to provide 

actionable insights for improving job placement 
outcomes.

Objectives of the Study: The primary objective is to 
explore the factors influencing job placement success 
among college students through a data-driven approach 
by using machine learning techniques. Specifically, the 
objectives include: (1) Identifying key determinants 
of job placement success such as technical training, 
participation in innovative projects and internship 
experiences. (2) Developing predictive models 
capable of forecasting students’ likelihood of securing 
employment opportunities.

Background of the Study: The transition from college 
to the company is a critical phase in the lives of 
young adults, with job placement success serving 
as a key determinant of future career prospects and 
financial stability. While various factors contribute 
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to job placement success, including academic 
achievements, internship experiences, projects etc. 
Traditional analytical approaches often fall short in 
capturing the intricacies of this process due to their 
limitations in handling large and diverse datasets. This 
study proposes a data-driven analysis employing ML 
(machine learning) techniques to comprehensively 
explore the factors influencing job placement success 
among college students. By leveraging the power of 
ML(Machine Learning) algorithms, aim is to uncover 

hidden patterns, develop predictive models, and provide 
valuable insights to support efforts aimed at enhancing 
job placement outcomes for college graduates.

DEPENDENT AND INDEPENDENT 
VARIABLES
Independent variables in the dataset are 10th marks, 
12th marks, 10th board, 12th board, stream,CGPA, 
internship, training, backlog, innovative project, 
communication, technical course. Dependent variable 
is job placement status.

Sample dataset

Fig-1.  DataSet having 401 Rows and 16 Columns
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Training and Testing

80% of the records from dataset used for training, 20% 
of records used for testing.

Procedure for Statistical Analysis

Test Used: Chi-square 

Significance Level:

α = 0.05

RELATED WORKS
Irene Treesa Jose 1 , Daibin Raju2, et.al [1]  made 
study on ML models to make the prediction. This 
research study makes the comparison of accuracy  or 
say performance measurement. SVM provides Highest 
accuracy 100%.

T.Jeevalatha, N.Ananthi, D Saravana kumar[2] 
represented  machine learning algorithms and shown 
the  prediction. Accuracy of various ML models 
represented in the research paper. Highest accuracy 
89.52% observed in ID3 and C4.5 

Cherry D. Casuat, Enrique D. Festijo[3] represented  ML 
models  like DT(Decision Tree), RF (Random Forest)
and SVM (Support Vector Machine). SVM algorithm 
accuracy found as 91%. 

Shubham Khandale, Sachin Bhoite [4] represented 
machine learning(ML) algorithms and also worked 
on importance of each feature towards the campus 
placement of the student. 

RESULT
The final result found using confusion matrix with 
different ML models as shown below in table.
Table 1:  Performance measurement

Machine Learning 
Algorithm

Accuracy (K-Fold Cross 
Validation)

KNN 58.35
Support Vector 
Machine(SVM)

51.62

Decision Tree 89.28
Logistic Regression 88.28

Random Forest 89.52
Naïve Byes 79.56

ARCHITECTURE DIAGRAM

Fig.2: Architecture for Data Pre-processing, Model 
Training, Prediction and performance

Pre-processing is done on the dataset (null, invalid 
values, duplicate value, missing vale etc. removed). 
Dataset converted into training and test data. Algorithm 
accuracy calculated using confusion matrix.

METHODOLOGY
Population

Alumni data

Data Collection

Variables:

Dependent Variable: Placement Status(Binary: Yes/No)

Independent Variables: ssc_mark, hsc_mark, 10th 
board, 12th board, CGPA, internship, Training, Backlog, 
innovative project, communication, technical training, 
stream.

Data Analysis

Statistical Methods: Chi-square test for assessing the 
association between categorical variables.

Software

SPSS for statistical analysis, scikit-learn library using 
python for machine learning.

Procedure for Machine Learning

Algorithms: 06 ML models. 

Data Preprocessing

Cleaning: Removal of outliers, Handling missing data 
,Normalization/Scaling:
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Table-2 Classification Matrix

ML Model Class Preci-
sion

Recall F1-
score

Sup-
port

Decision Tree 0 0.86 0.80 0.83 40
1 0.82 0.88 0.85 41

Logistic 
Regression

0 0.94 0.82 0.88 40
1 0.85 0.95 0.90 41

Support Vector 
Machine 
(SVM)

0 0.49 0.97 0.65 40
1 0.50 0.02 0.05 41

Naïve Byes 0 0.90 0.45 0.6 40
1 0.64 0.95 0.76 41

K Nearest 
Neighbors 

(KNN)

0 0.59 0.55 0.57 40
1 0.59 0.63 0.61 41

Random 
Forest

0 0.94 0.82 0.88 40
1 0.85 0.95 0.9 41

HYPOTHESES TESTING:
Hypothesis 1:- Random Forest is the best suitable 
algorithm for prediction.

Null Hypothesis:- Random Forest is not the best suitable 
algorithm for prediction.

Alternate Hypothesis: Random Forest is the best 
suitable algorithm for prediction.

From Table-1 it is found that the Random Forest model 
gives highest accuracy which rejects the alternate 
hypothesis and accept the null hypothesis. Random 
Forest algorithm showed highest accuracy.

Hypothesis 2: Technical Training Enhances Students’ 
Job Placement Prospects

Null Hypothesis: Technical Training does not enhance 
students’ job placement prospects.

Alternative Hypothesis: Technical Training does 
enhance students’ job placement prospects.

Fig-3 Chi square test on Technical training and job 
placement

To prove above hypothesis, Chi –squared test applied 
in which significance value (p-value) received as 0.000 
(shown in Fig-3) means accepts the alternate hypothesis.

 Hypothesis 3: Participation in innovative projects 
positively correlates with placement success.

Null Hypothesis: Participation in innovative projects 
negatively correlates with placement success.

Alternative Hypothesis: Participation in innovative 
projects positively correlates with placement success.

Fig 4  Chi square test on Innovative project and job 
placement

To prove above hypothesis, Chi –squared test applied in 
which significance (p-value) received as 0.000 (shown 
in Fig-4) means accepts the alternate hypothesis.

Hypothesis 4: Internship experiences increase the 
likelihood of securing placements

Null Hypothesis: Internship experiences do not increase 
the likelihood of securing placements.

Alternative Hypothesis: Internship experiences do 
increase the likelihood of securing placements.

Fig-5 Chi square test on Innovative project and job 
placement

To prove above hypothesis, Chi –squared test applied in 
which significance (p-value) received as 0.000 (shown 
in Fig-5) means accepts the alternate hypothesis. 

9. Conclusion:

Prediction of likelihood of placement of student 
is possible shown in Table-1 based on the various 
academic features. Accuracy comparison is represented 
in Table-1. Random Forest algorithm gives highest 
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accuracy as 89.52 %.The accuracy may differ for 
different dataset. Accuracy is also calculated in the 
form of precision, recall, f1-score and support shown 
in Table-2.The findings underscored the multifaceted 
nature of job placement success, with factors such 
as internship experiences and technical training 
demonstrating significant positive correlations. K-fold 
techniques give the mean of different accuracy of 
models. These factors like internship, project, technical 
training work together in many ways, and understanding 
them can help colleges for better student placements. 
By using data and technology like machine learning, we 
can make predictions for student placement.
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ABSTRACT
The scientific study of the statistical models and techniques that computer systems employ to complete tasks 
without explicit programming is known as machine learning, or ML for short. being aware of algorithms for many 
frequent applications.  One of the reasons why a computerized search engine like Google works so effectively 
every time it is used to look for information is that it uses an algorithm that is continually learning how to rank 
web pages. These algorithms are used in a variety of applications, including statistical analysis, image processing, 
mining data, and more. The major advantage of deep learning is that methods may function autonomously after 
they have determined whatever to do with the information. This paper gives a brief summary and prognosis for the 
wide range of uses for ML algorithms has been 

KEYWORDS : Reinforcement learning, supervised learning, unsupervised learning, machine learning, algorithms, 
and pseudo code.

INTRODUCTION

Humans have utilized several instruments from the 
start of time to execute various tasks more swiftly 

and easily. Many machines have been developed 
solely because of human inventiveness. By enabling 
individuals to satisfy a variety of requirements, such as 
computing, travel, and industry, these innovations have 
made life easier for humans. And among them all is the 
use of machine learning [1,2,  4, 5, 7].

Supervised Learning

Supervised learning in deep learning entails learning a 
function that translates inputs into results using labeled 
training data. It uses instances of input-output pairs to 
infer this function, and algorithms need supervision to 
learn successfully. The dataset is usually partitioned 
into training and testing subsets, with the objective of 
predicting or categorizing output variables. Because 

of the number of information accessible, machine 
learning has grown more important in a variety of 
industries [5-6]. It seeks to extract information from 
data using techniques devised by programmers and 
mathematicians, allowing computers to learn without 
explicit instruction. 

Fig. 1 Block diagram of Machine learning techniques
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Discover patterns in the initial dataset and utilize them 
to forecast or categorize information from the test data. 
The approach for supervised deep learning algorithms is 
illustrated in the image below. This article has discussed 
some of the most popular supervised machine learning 
algorithms. [7, 8]

Figure 2: Supervised learning Workflow

Decision Tree

A decision tree is a chart that shows the decisions made 
and the outcomes they produce as a tree. The points on 
the graph denote a choice or action, while the edges 
provide the criteria or guidelines for making decisions. 
There are nodes and branches in every tree. Each 
branch provides an approximation of the node’s value, 
and each node indicates a group property that needs to 
be classified [1,3].. 

Figure 3: Decision Tree

Navie Bayes

It is a categorization approach that uses the Bayes 
Theorem and assumes predictor independence. In 
easy-to-understand terms, “a naive Bayes classification 
algorithm maintains a guess that a characteristic’s 
presence within a class exists regardless of its existence 
of any other feature” . Naive Bayes’ major industrial 
focus is text classification. Cluster and categorizing 
are its principal applications, and they are based on the 
conditional likelihood of a certain event happening [2, 
7].

Support Vector Machine

Support Vector Machines is another famous cutting-
edge machine learning approach. SVM are supervised 
learning models that assess data for regression and 
classification, as well as the accompanying learning 
methods. SVMs may successfully perform both linear 
and non-linear classification by implicitly converting 
their inputs into feature spaces that are highly 
dimensional. This approach is referred to as the “the 
kernel trick.” In essence, it establishes boundaries 
between different classes. The classification error is 
reduced by designing the margins to optimize the space 
between them as well as the classes [4].

Figure 4: Support Vector Machine

Unsupervised Learning 

Unsupervised learning is referred termed as such 
because, unlike supervised learning, there aren’t any 
right or incorrect replies. The algorithms are responsible 
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paradigm in machine learning is reinforcement learning, 
along with supervised instruction and unsupervised 
teaching. [6]

Figure 7: Reinforcement Learning

Neural Networks

A neural network, whether artificial or organic, 
comprises algorithms designed to emulate human brain 
functionality, revealing underlying correlations in data. 
Originating from machine learning, neural networks are 
increasingly utilized in trading system development due 
to their ability to adapt to changing input and deliver 
optimal outcomes without modifying output criteria. 
These networks operate across three levels: the input 
layer receives data, the hidden layer processes it, and 
the output layer transmits computed results [3, 7, 8]

Figure 8 : Neural Networks

K-Nearest Neighbor

The “k-nearest neighbors (KNN)” technique is a basic 
supervised machine learning approach that may be 
used to solve regression and classification problems 

for discovering and displaying the intriguing structure 
in the data. The data has few features that unsupervised 
learning systems can extract. When new data is added, 
it detects the type of data using the features this has 
already learnt. Feature reduction and clustering are its 
primary applications [4-6].

Figure 5: Unsupervised Learning

Principal Component Analysis

A collection of observations of possibly associated 
variables are converted into a set of values of entirely 
separate variables, or principle elements, using an 
orthogonal change in the statistical method known as 
principal component analysis.” To enable and speed 
up calculations, the data dimension is reduced in this 
manner. It demonstrates an array of variables’ variance-
covariance structure using linear combinations. It is 
widely used as a dimensionality reduction technique. 
[1]

Connecting each location in the data set in question 
to the closest center is the next step. The first step is 
finished and a young group age is attained when there 
are no more points. We now need to compute k new the 
center [5], as the Barry centres are the clusters generated 
by the preceding step.

Reinforcement Learning

Machine learning, also known as reinforcement 
programming, is the study of how agents in software 
should act in a certain scenario to optimize a notion 
termed cumulative reward. One of the three key 
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simultaneously. The main disadvantage is that, while 
it is easy to use and understand, it gets substantially 
slower as the number of data handled increases [2,4].

CONCLUSION 
Machine learning can be done either supervised or 
unsupervised. Choose Supervised Learning if you have 
insufficient knowledge for training that is accurately 
marked. Unsupervised learning is typically more 
effective and produces better outcomes with larger data 
sets. If you have a significant amount of data, employ 
deep learning techniques. You also have expertise of 
deep reinforced learning and reinforcement learning. 
You now understand the concept, applications, and limits 
of neural networks. The paper provides an overview of 
machine learning algorithms. Whether they know it or 
not, everyone now employs machine learning. From 
displaying photographs on social media platforms to 
obtaining product suggestions when shopping online. A 
overview of the majority of commonly used algorithms 
in machine learning is provided in this release.
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ABSTRACT
In this day of endless information and never-ending news streams, blogs provide dynamic platforms for real-
time updates on breaking news. This research study uses the commanding language model GPT-2 (Generative 
Pre-trained Transformer 2) to provide a novel approach for intention mining analysis for live news blogging. 
By attaching the contextual thought and language generation skills of GPT-2, the structure purposes to offer a 
perceptive and nuanced analysis of intentions articulated in user remarks and ponderings within live news blog 
posts. A dataset containing news-related content and corresponding intentions for polarity temperament will be 
used to fine-tune the GPT-2 model as part of the intended methodology. Decision-makers can benefit greatly from 
the real-time intention mining for live news blogging, which also has great promise for improving user experience 
and supporting journalists.

KEYWORDS : Intention mining, GPT-2, News blog, Self-attention, GPT-2 tokenizer, Pipeline.

INTRODUCTION

There is enormous amount of data on the news blogs 
related to a country, world, sports, science and 

technology, entertainment and opinion. This data can 
be used to mine the intentions. There is no appropriate 
definition of intention. The authors [1] have defined 
intention in terms of polarity and emotions. The three 
types of intentions based on their emotional orientation 
are positive, negative, and neutral. The emotion 
intentions are anger, disgust, fear, happy, sad, etc. The 
traditional lifestyle in several domains has reshaped 
the modern technological era. With advancement of 
information technology, publishing news and events 
has become very fast in the form of comments, blogs, 
social media, etc. [2]. Manually processing the data 
is a challenging task. News blogs consists of polarity 
temperament such as positive intention and negative 
intension [3,4].

Traditional machine learning models are extensively 
used for text analysis with good results because 
they are more understandable [5]. They are more 

computationally effective especially on smaller 
datasets. Traditional machine learning models fight to 
understand the background in natural language which 
mark the performance on complex polarity intension 
tasks [6]. GPT-2 captures complex contextual relations 
in language understanding. It can be fine-tuned on 
smaller datasets for specific polarity intension tasks. 
GPT-2 automatically learn appropriate features from 
data, thus dropping manual feature engineering [7]. 
There are no one-size fits, and the choice among machine 
learning and GPT-2 depends on specific requirements, 
available resources and the nature of intension analysis. 
The research is based on generative pre-transformer – 2 
methods for polarity temperament intention mining of 
news articles.

LITERATURE SURVEY
Today, the main focus is on natural language 
understanding tasks. A brief literature survey is carried 
to analyse text data. Unsupervised pre-training has 
revolutionized natural language processing. The 
effectiveness of utilizing pre-trained checkpoints in 
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sequence generation has been illustrated [8]. A sequence 
model based on the transformer architecture was created 
to be compatible with publicly accessible pre-trained 
BERT, GPT-2, and RoBERTa checkpoints. This model 
underwent a thorough empirical investigation, exploring 
the usage of both the encoder and decoder components 
with the specified checkpoint. The model produces 
outcomes in tasks such as machine translation, text 
summarization, as well as sentence splitting and fusion. 
The study delves into examining the effectiveness and 
responsiveness of neural architectures derived from 
pre-existing GPT-2 and BERT models [9]. Adjusting 
the performance of fine-tuning in BERT can be highly 
sensitive to variations in freezing transformer layers, 
batch size, and learning parameters. This sensitivity to 
stochasticity makes the fine-tuning process more volatile 
compared to GPT-2, where stability is generally higher. 
The initial layers of both GPT-2 and BERT store crucial 
word pattern details that need to be preserved. The goal 
of generative models is to simulate the joint distribution 
of all pertinent data using parameters that may be seen 
as representing latent structures or characteristics in the 
data. The latent structures are disclosed by fitting such 
a model to the observed data and obtaining an estimate 
of these parameters. Latent topic analysis in text data 
has previously made extensive use of these models. 
Sentiment analysis at the topic level is now possible 
thanks to the extension of several of the models to 
include both subjects and sentiment. Furthermore, in 
order to facilitate a deeper examination of sentiment 
and opinions, new generative models have been built 
to model both opinionated text data and their associated 
numerical sentiment ratings [10]. These models allow 
for the extraction of latent relative weights on various 
subtopics in addition to subtopic-level sentiment. These 
generative models require little to no human labour 
for model estimate, yet they are robust and general. 
As a result, they are widely applicable for doing 
opinion mining and sentiment analysis on any type 
of text data in any natural language. Generative AI is 
a computational technique capable of generating new 
and meaningful content related to text, images, or audio 
from training data. The authors [11] have provided a 
conceptualization of generative AI as socio-technical 

system using examples such as Dall-E2, GPT-4 and 
Copilot. A plan for Business and Information Systems 
Engineering (BISE) research is conferred for its 
openings and challenges.

METHODOLOGY

Generative pre-transformer 2 (GPT-2) involve the 
architecture of the model, the training process, and 
the specific components like GPT2LMHeadModel, 
GPT2Tokenizer, and pipeline.

GPT-2 Architecture

The GPT-2 model is based on the transformer 
architecture which includes sell-attention mechanisms 
[13]. The forward pass involves processing input tokens 
through multiple layers of attention and feedforward 
layers [14]. The output is a probability distribution over 
the vocabulary for each position in the input sequence.

Zl  = Attentionl  (X) + X      (1)

Al  = Layer Norm (Zl)      (2)

Z‘(l) = Feed forwardl (A(l) ) + A(l)     (3)

A‘(l) = Layer Norm (Z’(l) )     (4)

Where, X is the input sequence, Attentionl is the self - 
attention mechanism,

Feedforwardl is the feedforward layer, and 

LayerNorm is the layer normalization

The self-attention mechanism 

The acceptance of the Transformer model in natural 
language processing (NLP) tasks branches from its 
actual ability to competently capture wide contextual 
relations within orders. The self-attention mechanism 
allows the model to measure the importance of specific 
words within a order in relation to one another [14]. It is 
used for processing input sequence where the relations 
among elements are not fixed and may rely on the 
context. Given an input sequence, each word is rooted 
into a vector illustration. The input vector is denoted as 
a matrix, where each row resembles to the embedding 
of a word. The self-attention mechanism introduces 3 
vectors for each word, The vectors are linear estimates 
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     (8)

   (9)

    (10)

Here, ε is a small constant added for numerical stability. 
The scale and shift parameters in batch normalization 
is given as

    (11)

Where, γ and β are learnable parameter. 

Given an input vector X, the LayerNorm operation is 
defined as

  (12)

Where ʘ denotes element-wise multiplication µ and 
σ are mean and standard deviation across the features 
of X. γ and β are learnable scale and shift parameters 
respectively.

GPT 2 – Tokenizer

It is responsible for converting input text into numerical 
tokens which are fed into GPT-2 model [18]. It tokenizes 
the input text into sub-words or words, and each token is 
assigned a unique numerical index. It treats spaces like 
parts of tokens so that the word is encoded differently 
irrespective of whether it is at beginning of the sentence 
or not. The tokenizer sustains a language that plans 
tokens to their equivalent indices.

Pipeline

The Hugging Face library provides a high-level API 
pipeline. In the situation of GPT2 and sentiment 
analysis, the pipeline generates text. This procedure 
comprises of encoding the input text into tokens using 
the tokenizer and feeding these tokens into the GPT-2 
model for text generation. Text is decrypted back into 
human-readable form.

The complete process of text prediction and classification 
for sentiment analysis is shown in the block diagram 
figure 1.

of the novel word embeddings. It is represented as query 
(q), key(k) and value(v).

By taking the dot product of the respective query and key 
vectors, the score for the relation among that query and 
another key is computed. The dot product is normalized 
by dividing it by the square root of the dimension of the 
key vectors to alleviate the gradients. [15].

    (5)

Where qi is the query vector for word i, kj is the key 
vector for word j, and dk is the dimensionality of the 
key vectors.

The computed scores are passed through a softmax 
function to obtain normalized attention weights. The 
softmax function ensures that the weights sum up to 1, 
making them suitable as probabilities.

    (6)

The attention weights represent the importance of other 
words relative to the current word. Finally, weighted 
sum of the value vectors using attention weight is used 
to get the attention mechanism.

   (7)

The Feedforward layer

It is a critical building block in neural network 
architecture and acts to play central role in allowing 
like the network to learn and signify intricate functions 
[16]. In the context of the transformer architecture, 
feedforward layers are used in the encoder and encoder 
blocks to process and transform the input sequence. 

LayerNorm is a normalization technique used in neural 
networks to normalize the activations within a layer. 
The helps stabilize and speed up the training of neural 
networks by normalizing the input to a layer across its 
features.

Given in input vector X=[x_1,x_2,----,x_n] for a layer, 
LayerNorm computes the mean (µ) and the standard 
deviation (σ) of the values across the features and 
normalized each feature independently [17].
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Fig. 1. Block diagram of GPT-2 Text Classifier

DATA COLLECTION
 Data was collected from mews.abplive.com for a week 
from 13th December 2023 to 19th December 2023. The 
news related to India, sports, entertainment, science, 
technology and opinion was retrieved. BeautifulSoup 
library of python parsed the HTML content of the page. 
The data was retrieved and stored to text file. The text 

file is then converted into .csv file. The csv file enables 
easy assigning of intention to each sentence.

RESULTS AND DISCUSSION
News blogs express temperament related to the recent 
events. The data retrieved from ABP live news consists 
of entities such as India news, sports, entertainment, 
science, technology, opinion. The generative pre-
trained transformer model assigns intention scores to 
each retrieved news and also the polarity temperament 
indicating whether it is positive or negative. The 
total number of news related to each entity and the 
intention polarity temperament varies each day. The 
intention scores indicate the higher chances of polarity 
temperament. For example, the sports news retrieved,” 
World Cup 2023: who will be the best and effective 
bowlers from team India | Ind vs NZ” is aligned 
the intention score 0.970529 with positive polarity 
temperament. The news, “World Cup Semi Finals: 
What will be Tean India’s strategy for bowling? | Ind 
Vs NZ” is assigned the intention score 0.99568 with 
negative polarity temperament. Its means that there is 
97.05 % of high chances of the news being positive and 
99.5% higher chances of the news being negative.

The total number of news related to entities such as 
news India, sports, entertainment, science, technology, 
opinion collected each day from 13th December 
2023 to 19th December 2023 with intention polarity 
temperament is shown in table 1.

Table 1 Number of Intention Polarity Temperament Retrieved each day
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Table 2. Overall total number of intention polarity 
Temperament for each entity. And figure 1 shows the 
graphically.
Table 2 Overall total number of intention polarity 
Temperament for each entity

Fig. 2 Total Average Number of News retrieved from ABP 
Live News Blog

Table 3 shows the polarity intension scores for each day

Table 4 shows the Average intention score for the polarity temperament and figure 2 shows it graphical representation.

Table 4. Average Intention Score for Polarity Temperament
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Fig. 3 Intention Mining for Polarity Temperament for 
ABP Live News Blog

When figure 1 and figure 2 are compared, it is observed 
that the total average number of news for negative 
temperament is more than that of positive. Also, the 
intention polarity score for the negative is high than 
positive as compared to negative. It is analysed that the 
news related to the entity India is negative with higher 
chances. It is so because, if the government and people 
are made aware of negative news than quick actions 
can be provided so as to overcome the situations. For 
example, the news, “Floods Bring Tamil Nadu To Its 
Knees As Heavy Rains Continue To Batter State,” is 
identified as negative polarity temperament with high 
chance of 98.82%. Here quick remedies can be applied 
to rescue people, which really helps. 

For the entity’s sports, entertainment, science, 
technology, and opinion the total number of negative 
polarity intention temperament are more than positive 
But, the intention score for positive polarity temperament 
is higher than negative. It can be analysed that sports, 
entertainment, science, technology, and opinion are 
more support be news article so as to encourage people.

CONCLUSIONS
The total number of intention polarity temperament 
news retrieved from ABP line news blog as seen 
from figure 1 is that the negative intention polarity 
temperament is more than that of positive. Whereas, 
the average intention score for polarity temperament 
as in figure 2 is analysed that for news related to India 

negative intention polarity temperament is higher than 
positive. For a particular event related to India news, if 
there is criticism than the government take a closer look 
and tries to make improvements for the societal benefit. 
For the news related to sports, entertainment, science, 
technology and opinion, positive intention polarity 
temperament is high as compared to negative. This can 
be analysed that people are encouraged in these fields 
to participate in more numbers and bring glory to the 
country. Intention mining can be a powerful tool for 
news blogs to enhance content strategy, engage with 
the audience effectively, and maintain a positive brand 
image.

Also, generative pre-trained transformer-2 is a 
language-based model and has several advantages. 
It has contextual understanding of words over the 
complete sentence. Fine-tuning using smaller datasets 
is more effective due to pre-training. During the pre-
training process it automatically relevant features. As 
intentions is not having any specific definition, the next 
step is to define emotion in terms of emotions. Also, the 
hidden intentions need to analysed using ontologies.

Declaration of generative AI and AI-assisted 
technologies in the writing process

During the preparation of this work the author(s) 
used CHATGPT in order to improve language and 
readability. After using this tool/service, the author(s) 
reviewed and edited the content as needed and take(s) 
full responsibility for the content of the publication.
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ABSTRACT
Medical image processing is one of the vital research areas in digital image processing. In digital image processing 
one important step is classification. The objective of the paper is to study various classification tetchiness that are 
used in medical image processing. This study is carried out as a part of our study regarding liver image segmentation 
from CT Scan images to detect liver cancer. In Computer Aided Detection and Diagnosis (CAD) classification 
step carries a special importance as it reflects as a result. The objective of the study is to understand and present 
the basic and important classification techniques that are being used in computer-aided detection and diagnosis 
in medical image processing. The study is intended to understand the pros and cons of the various classification 
methods used in image processing as well as to understand the suitability of the classification methods in various 
scenario. The study considers the different types of classification techniques with a focus on KNN, SVM and CNN.

KEYWORDS : KNN, SVM, CNN, Medical image processing, Machine learning model.

INTRODUCTION

The process of categorization of all pixels within a 
digital image into one of several classes is referred 

as a classification in digital image processing. Image 
classification aims to find and present the unique 
features occurring in a digital image as an object. 
Image classification is one important aspect of digital 
image analysis. Classification is a complex as well as 
important task in digital image processing. The steps in 
image classification are 

1) Image acquisition
2) Image Preprocessing
3) Detection of an object (segmentation)
4) Feature extraction and training
5) Classification of the object

Image preprocessing aims to enhance the image quality 
that make use of techniques like image rescaling, 
working on image contrast, histogram equalization, use 
of different image filters, etc. 

Segmentation refers to identify and localize an object 
within a digital image and to detect the position of 
the object of interest. Extraction of feature refers to 
identifying the most interesting features and patterns 
that may confine to a particular class to differentiate the 
model from other classes or other models. This step is 
referred to as model building or model training.[1].

Classification steps refer to categorizing the detected 
object into a predefined class.  A suitable classification 
technique could be used that compares the image 
patterns/features with the target patterns/features.

STUDY OF MACHINE LEARNING 
MODEL USED IN IMAGE 
CLASSIFICATION
The common approaches used in classification are 
supervised classification, unsupervised classification, 
semi supervised classification and reinforcement 
classification etc. The variety of classification 
models are used in image classification like 
Support Vector Machines(SVM), Artificial Neural 
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Networks(ANN), KNN(K Nearest Neighbors), 
Random Forest(RF), Logistic Regression(LR),Naïve 
Bayesian Classification(NB), Convolutional Neural 
Network(CNN) etc.

M. Veeramani Lakshmi and Gandikota K Chakravarthi 
[1] studied the RF, SVM, LR and NB classification 
methods on UC merced dataset which is multispectral 
dataset belongs to remote sensing benchmark. The study 
observed decision tree performed comparatively better. 
Alagahkomlavi  Atsu[2] and team has observed that the 
small size dataset may help to produce more accurate 
results which is not realistic. Data augmentation is one 
suitable solution for the scenario. 

Ritik Singh , Saloni Singh[3] and others studied the 
different classifiers used in machine learning especially 
with reference to the classification based on different 
parameters like nature of pixel information, parameters 
used on data, nature of spatial information etc. 

An interesting observation found by Pin Wang , En Fan 
, Peng Wang[4] in their study that for large size data set 
CNN perform the better as compared to SVM whereas 
for small size data set SVM perform better as compared 
to CNN. 

Sayantan Ghosh and Team[5] made an attempt to 
develop a software tool to analyze structured and 
unstructured data while automating the classification 
process by reducing the human intervention. 

Maisun Mohamed Alzorgani, Professor Hassan Ugail[6] 
presented the results of comparison of various machine 
learning methods to classify the head and neck tumor 
from histopathological images

The findings of comparative study of various 
classification methods that are commonly used is 
presented in Table 1.

Table 1: Comparative Study of Different Classification Methods

Sr. No. Classification Method Description
1 K nearest neighbors (KNN) - Supervised machine learning

- Also known as lazy learners technique
- Distance is important factor generally 
used distances are Minkowski distance, 
Manhattan distance and Euclidean 
distance[2]
- It is sensitive to outliers.
- can be used for regression and 
classification.
- The performance is directly proportional 
to number of independent variables.

2 Support Vector Machine 
(SVM)

- Supervised machine learning
- Familiar for both classification and 
regression.
- For linear as well as nonlinear problems 
it can perform binary classification.
- introduced by Vladimir Vapnik in 1965 
[2]
- The hyperplane selection determines the 
accuracy of SVM [3]
- Applicable for linearly separable and 
linearly inseparable data[4]
-Highly suited for extreme cases of binary 
classification.
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pixel information used. Hard classification and soft 
classification are in accordance with margin used. 

CONCLUSION AND FUTURE SCOPE
It is been observed that CNN produces high accuracy. 
ANN has a fault tolerance ability. SVM supports 
both linear and nonlinear solutions. KNN becomes 
significantly slower as the number of independent 
variables increases. Decision tree is computationally 
expensive. Naive Bayes is Popular choice for text 
classification. Findings of study suggest that in medical 

3 Artificial Neural Network  
(ANN)

- may be assorted in supervised, 
unsupervised & reinforcement machine 
learning

- inspired by the biological neural 
networks that constitute the human 
brain[2]

- hidden layers are like feature detectors

4 Convolutional Neural 
Network (CNN)

- Supervised machine learning

- Generally requires large data for training

- Parameter sharing

- The size of tumor is not a matter of 
concern for CNN as tumor are computed 
from the image that contains both tumor 
as well as its surrounding tissues [6].

5 Decision Tree - Supervised machine learning

- Internal nodes show data set features.

- Branches are decision rules

- Leaf nodes are outcome.

- Graph like flow chart

- Able to generate easily interpretable 
rules.

- model is more computationally 
expensive

6 Naive Bayes - built on conditional probabilities

- Bayes’ theorem is used to calculate the 
probability

- Supervised classification

- Popular choice for text classification

The classifiers used in machine learning are categorized 
on the basis of different parameters. Based on the nature 
of sample used in training classifiers are grouped as 
supervised and unsupervised classifiers. According to 
the nature of spatial information spectral classifiers and 
contextual classifiers. According to various parameters 
used on data, parameterized classifiers and non-
parameterized classifiers. 

Classification can also be categorized as pixel-based 
classification and object-based classification based on 
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image processing at beginning KNN would be suitable 
and in further experimenting journey would be better via 
SVM, CNN models. To improve the realistic accuracy 
of classification especially when the data set is small, 
the data augmentation may prove the helpful.  The 
study has considered the basic and popular classifiers 
hence further study of more classifiers may enlighten 
the additional findings. 

The presented study focuses on the commonly used 
classification methods whereas the scope is there to study 
the different variants of these classification methods. 
Future scope may also include the detailed study of all 
classifiers used in last decade. The study explaining 
the classifier found better with respect to the various 
datasets may be helpful for research community. The 
presented study was carried out as a part of our major 
study related to liver cancer, the scope of our study is 
restricted to understand the commonly used classifiers 
along with their suitability with respect to various kind 
of datasets and its other parameters.
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ABSTRACT
The agriculture sector in India plays a vital role in the economy, yet farmers often face challenges due to the 
involvement of multiple intermediaries, resulting in unfair pricing and limited profitability. To address these 
issues, this paper proposes the development of “Kisan Veggie Basket,” a mobile application aimed at connecting 
farmers directly with consumers. By leveraging modern technology and adopting a farm-to-consumer approach, 
the application facilitates the purchase of fresh, locally sourced agricultural products, thereby empowering farmers 
and ensuring fair prices. It involves the use of Android Studio with the MVVM architecture for development, 
promoting reusability and testability. Key features include direct access to fresh produce, reduced food miles, 
transparency, support for small-scale farmers, convenience, and a feedback loop between consumers and farmers. 
The proposed solution holds significant promise in revolutionizing the agriculture sector in India, fostering 
economic empowerment, environmental sustainability, and community engagement.

KEYWORDS : Farm-to-consumer approach, Locally sourced, Transparency, Direct access, No intermediaries.

INTRODUCTION

India’s agriculture sector plays a pivotal role in 
its economy, employing a significant portion of 

the population and contributing substantially to the 
nation’s GDP. This project is aimed at facilitating direct 
farmer-to-customer communication to ensure greater 
profitability for Indian farmers. The primary objective 
of this project is to empower farmers by establishing 
direct communication channels between farmers and 
consumers. By cutting out unnecessary intermediaries, 
farmers can regain control over their produce and 
negotiate fair prices.

Nowadays, E-Commerce is a really important aspect of 
our day-to-day life. Existing applications outsource the 
crops from the farmers to sell them to the customers on 
their application or website, they act as a middleman 
between the farmers and consumers. There is no direct 
connection between farmers and consumers. There is a 
need for an E-Commerce application solely focused on 

helping farmers sell their crops at a reasonable price and 
make them connect with a broader range of consumers.

The “Kisan Veggie Basket” is a mobile application 
designed to bridge the gap between farmers and 
consumers by facilitating the purchase of fresh, locally 
sourced agricultural products. This transformative 
platform empowers both farmers and consumers, 
offering farmers the ability to showcase their produce 
with ease and granting consumers convenient access 
to a diverse range of farm-fresh goods. Additionally, 
it offers a mechanism for farmers and consumers to 
submit grievances with authorized personnel having 
regular access to address these concerns.

LITERATURE REVIEW
The first paper introduces a smartphone application 
for geologically detached farmers. the authors have 
presented a mobile application which is called 
MobiCrop. This app helps farmers to analyze the 
amount of pesticides in their fields. However, the paper 
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acknowledges limitations such as mobile device storage 
needs, usability problems on various devices, security 
issues with shared certificates, and lacks discussion on 
high concurrent load system performance. [1]

The second paper introduces a tool developed using 
Python programming language. The developed 
tool provides farmers with a user-friendly solution 
for optimizing crop selection depending on its 
characteristics to maximize profits. By inputting 
various constraints and market conditions, farmers can 
receive recommendations on the optimal combination 
of crops to plant. However, the paper acknowledges 
limitations such as simplified assumptions, local 
context dependence, linear programming approach, 
limited scope. [2]

The third paper introduces the implementation of 
web and mobile-based technologies for agriculture 
marketing, aiming to ensure fair pricing for farmers and 
efficient access to agricultural products for consumers. 
Farmers would need to get their products analyzed based 
on quality criteria by agricultural experts, the application 
estimates the value of the product. However, the paper 
acknowledges limitations such as accessibility of web 
amd mobile technologies, availability of agricultural 
experts. [3]

The fourth paper introduces a mobile application 
designed to assist farmers in Sri Lanka with improving 
cultivation practices and sales. The app aims to address 
challenges such as market information access, price 
uncertainty, and weather prediction. It facilitates direct 
communication between farmers and merchants, offers 
crop recommendations based on location, and predicts 
future prices using data mining algorithms. However, 
the paper acknowledges limitations such as accessibility 
for disabled individuals, dependence on internet 
connectivity, and the need for a minimum screen size 
for optimal user experience. [4]

WORK FLOW PROCESS
The application was essentially developed in Android 
studio using MVVM (Model-View- Viewmodel) 
pattern design architecture. Where Model represents 
the data and business logic of the application. It is 
responsible for retrieving and manipulating data, as well 
as enforcing the business rules. The Model notifies the 

ViewModel about changes in the data. View represents 
the user interface and is responsible for displaying 
the data to the user. It observes the ViewModel for 
updates and ensures that the UI is updated accordingly. 
ViewModel acts as an intermediary between the Model 
and the View. It contains the presentation logic and state 
of the application. The ViewModel retrieves data from 
the Model, processes it, and exposes it to the View. It 
also handles user interactions and updates the Model 
accordingly. Importantly, the ViewModel is designed 
to be independent of the specific UI components, 
promoting reusability and testability.

Fig. 1. MVVM Architecture

In Kisan Veggie Basket, the user first needs to login if 
they already have a account otherwise they have to sign 
up. Essentially every user is taken to a sign up page 
made for consumers, if they want to register as a seller 
there will be a option below to register as a seller. Once 
they have registered they can login using the login 
credentials.

Sellers will have options like adding their products, they 
can view their products that are on sale, and their profile. 
Whenever they add their products it will be added to the 
database. Consumers can access this database whenever 
they want to buy a product. Consumers can buy the 
products using payment options like Cash on delivery, 
UPI payments and Debit card payments.
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Fig. 5. Consumer Sign up Page

Fig. 6. Seller Sign up Page

Fig. 2. Seller Account Flow Chart

Fig. 3. Consumer Account Flow Chart

Fig. 4. Login Page
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PROMINENT FEATURES
1. Direct Access to Fresh Produce: Farm-to-consumer 

apps provide consumers with direct access to 
fresh, locally sourced agricultural products. This 
means that consumers can enjoy fresher and more 
nutritious produce while supporting local farmers.

2. Reduced Food Miles: By connecting consumers 
with local farmers, these apps can significantly 
reduce the distance food travels from farm to table. 
This reduces the carbon footprint associated with 
transportation and helps lower greenhouse gas 
emissions.

3. Transparency and Traceability: Farm-to-consumer 
apps often provide detailed information about the 
source of the products. Consumers can trace the 
origin of the food they purchase, fostering trust and 
transparency in the supply chain.

4. Support for Small-Scale Farmers: These apps 
empower small-scale and local farmers by providing 
them with a platform to reach a broader customer 
base. This can help small farmers compete with 
larger, more established agricultural businesses.

5. Convenience: Mobile apps make it convenient for 
consumers to browse, order, and pay for farm-fresh 
products from the comfort of their homes. It saves 
them time and effort compared to visiting physical 
markets.

6. Feedback Loop: Apps can facilitate direct 
communication between consumers and farmers, 
allowing for feedback on product quality and 
preferences. Farmers can use this information to 
improve their offerings.

CONCLUSION
In conclusion, this project presents a compelling 
solution to address the longstanding challenges faced 

by Indian farmers and consumers in the agriculture 
sector. By using modern technology and a direct- to-
consumer approach, the application aims to streamline 
the distribution process, eliminate unnecessary 
intermediaries, and ensure fair prices for farmers while 
providing consumers with access to fresher, locally 
sourced produce.

In addition, this application offers a direct, transparent, 
and empowering solution that supports local agriculture, 
reduces the carbon footprint, fosters community 
engagement, and enhances the overall food experience 
for consumers. Despite some challenges, this app holds 
tremendous potential for revolutionizing the food 
industry and creating a more equitable and sustainable 
food supply chain and it also holds significant promise 
in empowering farmers, enhancing agricultural 
sustainability, and fostering greater efficiency and 
transparency in India’s agriculture sector.
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ABSTRACT
Due to continuous surge in population growth and urban development, there has been a notable rise in the production 
of solid waste worldwide. In order to align with the sustainable development goals, researchers have redirected their 
focus towards discovering the innovative solutions to tackle the waste management issue. Recycling emerges as an 
efficient approach to waste handling, with the initial step being the segregation of waste into different categories 
at its source. Manual waste sorting is labour-intensive, time-consuming, prone to inaccuracy and potentially 
harmful to health. Image processing, artificial intelligence, machine learning, and deep learning based techniques 
contribute to develop the intelligent systems that can extract distinctive features from waste items and categorize 
them into specific classes. Paper commences with the discussion of the types of solid waste and emphasizes 
the need of automation for waste classification to mitigate the environmental deterioration. It proceeds with the 
in-depth analysis of recent methods applied in the domain, ranging from conventional ML-based techniques to 
advanced and complex DL architectures. Study paves the way for growth in the field by putting forward the 
evolving trends, presents the challenges and research directions to promote and support sustainable solid waste 
management practices.

KEYWORDS : Waste classification, Sustainable development, Machine learning, Deep learning, Detection.

INTRODUCTION

Due to accelerating patterns of urbanization and 
population expansion, the amount of waste 

produced annually will surge from 2.24 billion tonnes 
in 2020 to 3.88 billion tonnes of solid waste in 2050 
(approximately 73% increase in 30 years) [1]. Growing 
amount of solid trash  in urban regions is a major 
concern because, if left unchecked, it might pollute the 
environment and endanger the health of living beings 
(terrestrial and aquatic). Inadequate waste management 
can lead to profound repercussions for earth including 
water pollution, air contamination, soil erosion, 
unpredictable climatic changes and degradation of 
biodiversity. Health and welfare of both people and 
animals are endangered as a result of these effects. Proper 
and efficient management of waste entails a systematic 
process that begins with its generation and extends to 
recycling or disposal. Landfilling and incineration are 

commonly used methods for waste disposal, each of 
which poses adverse effects on human health or the 
environment in one form or another. Therefore, it is 
imperative to prioritize the waste recycling to safeguard 
the ecosystem and a fundamental aspect of this 
procedure is  to separate or sort the garbage into distinct 
categories (components) [2, 3]. Fig. 1 below shows the 
major types of solid waste as per their source:

Generally, sorting is done manually resulting in 
substantial overhead in terms of money, time and labour. 
Moreover, persons directly engaged in the process are 
susceptible to various infectious agents and there is a 
possibility of large number of errors [2, 4]. Consequently, 
researchers are focussing their efforts towards the 
development of an automated system that categorizes 
the solid waste (based on its’ features) in short amount 
of time, yet with more efficacy and accuracy. In recent 
years, algorithms and models have been deployed for 
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intelligent and automated sorting of solid waste. These 
methods extract visual characteristics (such as color, 
texture, shape, etc.) associated with specific waste items 
from the image-based waste datasets. These features 
are then utilized to train Artificial Intelligence, Machine 
Learning or Deep Learning models [5]. Intelligent 
machine learning algorithms learn through the training 
data, fine-tune themselves based on validation data and 

finally, get evaluated using the testing or unseen data. 
With the application of automation methods, waste 
can be categorized, segmented and localized. Some 
of the popular techniques observed in the literature 
are Decision Tree, Random Forest [6], Support Vector 
Machine [2, 7], k-nearest Neighbor [7, 8], Logistic 
Regression [7, 9], Artificial Neural Network [10], 
Convolution Neural Network based models [11, 12].

Fig. 1: Types of Waste

Paper aims to explore the latest research trends in 
intelligent solid waste recognition and segregation. 
Implementing an automated solid waste sorting system 
alleviates ecological harm, encourages the recycling, 
lowers the amount of waste dumped in landfills and 
eventually fosters the sustainable waste management. 
Subsequent sections of the paper delves into the latest 
methods applied in the field, examining their relevance 

with respect to different parameters, outlining critical 
challenges and research directions that require attention.

ANALYSIS OF RECENT RESEARCH
Table below presents the analysis of the latest research 
papers related to the field. Papers are reviewed on 
the basis of different factors such as type of waste, 
technique applied, respective results and the limitations 
encountered.

Author & 
Year

Waste type Technique Remarks Future Scope

Ruiz et 
al. [12], 2019

Metal, plastic, 
cardboard, glass, 
paper, other trash

VGG-16, VGG-19, 
Inception, ResNet, 
InceptionResNet

Best results obtained 
with InceptionResNet i.e. 
88.66% accuracy.

Training the model with 
synthetic (garbage) images and 

testing with real images.
Sami et al. 
[13], 2020

Glass, paper, plastic, 
metal, cardboard, 
trash

Random Forest, 
SVM, CNN, 
Decision tree

CNN followed b y  
SVM, performed better 
than other models.

----
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Adadeji & 
Wang [ 2 ] , 
2019

Plastic, metal, glass, 
paper

CNN as feature 
extractor and VM for 

classification

87% accuracy achieved 
through the combination of 

CNN and SVM.

Classifying more number of 
waste classes by tuning the 
parameters. Adding more 

images to enhance accuracy.
Faria et a l . 
[11], 2021

Metal, glass, plastic, 
organic waste

Three-layer CNN, 
InceptionV3, 

ResNet50, VGG16, 
and VGG19.

VGG16 best among all 
the models with 88.42% 

accuracy.

Addition of real-world images 
for model training. Embedding 
hardware in the model to make 
a robot for waste collection.

Chu et 
al. [14], 2018

50 waste items: 40 
recyclable and 10 
others.

AlexNet CNN for 
feature extraction, 
m u l t i - l a y e r 
perceptron to classify 
waste (multi-layered 
hybrid system)

Proposed method gives 
better accuracy than CNN 
model. Improvement 
in performance with 
combined numerical 
feature data.

CNN, when applied alone, 
is not able to perform where 
waste item has fewer features 
to differentiate (especially in 
the case of other waste).

Mao et al. 
[15], 2020

Plastic,  paper, metal, 
glass, cardboard, 
trash

DenseNet CNN 
(fine tuning of   
classification layer 
using genetic 
algorithm)

Augmentation and 
optimization significantly 
improved t h e 
results for sorting.

Detecting multiple objects. 
Testing   the  robustness   of the 
model by collecting more real-
time images.

Desai et a l . 
[16], 2018

Categorization into 
biodegradable and 
non-biodegradable 
waste

CNN System is developed 
using sensors and micro-
controllers. Capability 
is limited to metal like 
objects.

Applying latest (advanced) 
ML techniques to enhance the 
performance.

Ramsurrun et 
al. [17], 2021

Paper, plastic, 
metal, glass, trash, 
cardboard

12 different variants 
of CNN with 3 main 
classifiers: Sigmoid, 
SoftMax, SVM

VGG19 + Softmax 
exhibited accuracy of 
88%, model successful 
in classifying 5 out of 6 
classes.

Combining optimization with 
ML models to enhance the 
performance. Detection in real 
time using IoT devices.

Gomez et al. 
[7], 2021

Plastic, paper, metal, 
glass,  cardboard, 
trash

SVM, K-NN, 
Logistic regression

SVM paired with PCA 
dimensionality reduction 
gave better results.

Implementing neural nets 
merged with transfer learning. 
Multi-class classification using 
large datasets.

Ahmed et al. 
[18], 2023

Metal, glass, plastic, 
paper, others

CNN, MobileNet, 
DenseNet, ResNet

Pre-trained models better 
than state-of-the-art CNN. 
ResNet proved best. 

Augmentation of data. Testing 
robustness of model. Applying 
latest techniques like ensemble 
learning or fusion-based.

Zhou et al. 
[19], 2022

8 categories of 
medical waste  such 
as gloves, syringes, 
syringe needles, 
infusion bags and 
bottles etc.

ResNeXt combined 
with transfer 
learning strategies.

Accuracy is around 97%. 
Average f-score for the 
classification is 97.2% 
when tested with 5 fold 
cross validation.

Fine-tuning the model for 
objects which are having 
similar features as well as for 
soft objects which change their 
shape while folding.
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Zhang et al. 
[20], 2021

Waste metal, plastic, 
paper, fabric and 
glass.

DenseNet (pre-
trained on ImageNet 
data using transfer 
learning)

DenseNet + transfer 
learning performed better 
than 4 other CNN-based 
models (such as VGG16) 
applied without transfer 
learning.

Boosting the model's capacity 
to handle objects with 
backgrounds that are more like 
the real world.

Nnamoko et 
al. [21], 2022

Organic and 
Recyclable waste

Bespoke lightweight 
5 layer CNN

Models trained on different 
resolution images: 225*264 
& 80*45. Smaller model 
produced more accuracy, 
larger model  m o r e 
generalizable but complex.

Fine-tuning and analyzing 
the model based on different 
parameters. Before retraining, 
focus on removing incorrectly 
labelled images.

Srinilta and 
Kanharattana 
hai [22], 
2019

Household waste 
categorized majorly 
into compostable, 
recyclable, hazardous 
and general.

R e s N e t 5 0 , 
D e n s e N e t 1 2 1 , 
VGG16, ResNet50

All models achieved above 
80% accuracy. ResNet-50 
outperformed all with 
91.30% performance.

Capability of the model can be 
extended by training it with a 
bigger MSW dataset and tuning 
the parameters to deal with 
different waste categories.

Vo et al. [23], 
2019

Organic, Medical, 
Inorganic waste

DNN-TC (Deep 
Neural Net for 
Trash classification) 
improvement of 
ResNExt

94% accuracy for  the 
TrashNet (existing) dataset 
and 98% for collected VN 
trash data.

Model should handle the 
situations where there is an 
imbalance in the quantity of 
images across different waste 
classes. Segmentation in pre- 
processing phase.

He et al. [24], 
2021

Plastic, Paper, 
Trash, Metal,  Glass 
Cardboard

Modified ALexNet 
with SVM and 
Softmax  as last layer 
(classification)

Highest accuracy 
achieved is approx. 80% 
when using SVM as a 
classifier alongside partial 
augmentation.

Applying transfer learning 
and exploration of models like 
ResNet, VGG.

Karthikeyan 
et al. [25], 
2021

Wood, e-waste, 
Cardboard, Paper, 
Glass, Metal, Plastic.

Double fused CNN 
based on ResNext 
(DDR-Net)

97.3% accuracy achieved 
by DDR-net. Better than 
DNN TC [23], which 
has 93% accuracy when 
applied on the same dataset 
as DDR-net.

Increasing the size of a dataset 
with more valid waste images. 
Applying the model in real- 
time bin systems (using IoT) 
for waste segregation.

CHALLENGES
• Dataset required to train the waste sorting or 

detection model should be sufficiently extensive to 
handle the diverse real time conditions. However, 
in practice, obtaining a satisfactory volume of 
data is not always feasible, which may affect the 
algorithm’ performance in complex scenarios.

• Classification or detection models take into account 
the limited range of waste categories. But, a wide 
variety of solid waste items exists in real-time. 
Emphasis should be on the specificity of waste 
instances during the model development process.

• Waste items become obscured by other objects, 
concealing the features crucial for their 
identification. For instance, cold drink bottle 
covered by its label represents the case of partial 
occlusion, which hinders the view of underlying 
attributes such as shape, texture or colour, making 
the classification process more complicated.

• At times, the characteristics of waste items within 
the same category may vary significantly, while 
those from different categories might exhibit 
similarities. This can pose a challenge for the 
model in learning distinct features associated with 
a particular item.
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• Model trained on the certain data (dataset) may 
sometimes find it difficult to generalize in the 
situations different from that of training phase i.e. 
there is no assurance that it will perform efficiently 
on the unseen data as well.

CONCLUSION
To deal with the continuous production of large quantity 
of solid waste on the daily basis, automated waste 
management is necessary. Waste segregation, which 
involves sorting the waste into different categories, is 
one of the primary and crucial steps in the entire waste 
handling process. Computer-assisted technologies such 
as Artificial intelligence, Machine learning and deep 
learning have proven their effectiveness in addressing 
the waste classification challenges with minimal human 
intervention. These techniques scrutinize large and 
varied image-based waste datasets to recognize the 
waste items based on attributes such as texture, colour, 
shape, and more. Paper discusses the scope and benefits 
of leveraging machine intelligence for automated 
waste sorting and offers a thorough analysis of the 
latest research papers related to the domain. Study 
outlines the challenges and limitations in the field, 
which could serve as motivation for the researchers to 
undertake further work in the future. AI, ML and DL 
based algorithmic approaches significantly enhance 
the efficiency and accuracy of solid waste segregation 
when compared to traditional methods. However, given 
the complex and challenging nature of the task, there 
remains ample scope for advancements to ensure the 
smooth applicability in the real world scenarios.
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ABSTRACT
PsychePulse is an innovative mental health identification system leveraging machine learning techniques for 
accurate assessment. The Kotlin-native Android app provides a complete solution for administrators and users 
alike. Users can register, log in, and undergo mental health assessments using a multi-modal approach—capturing 
responses through text, speech, and facial expressions. The app employs NLP and emotion analysis APIs for 
emotion recognition, enhancing the accuracy of mental health evaluations. The system categorizes mental disorders 
such as depression, anxiety, OCD, and bipolar disorder based on user responses and facial expressions, providing 
recommendations based on the assessment score. Additionally, the app features a daily health condition report 
and a feedback mechanism. For administrators, the system facilitates user management, test history viewing, 
recommendation management, and feedback analysis, with the backend powered by a MySQL database for secure 
and efficient data storage. PsychePulse aims to bridge the gap in mental health awareness and support by providing 
a reliable tool for self-assessment and recommendations, enhancing the accuracy of mental health evaluations 
through its multi-modal input and advanced machine learning techniques.

KEYWORDS : Android studio, Bipolar disorder, Depression, Emotion analysis, Kotlin, Machine learning, Mental 
health, Natural language processing, NLP, OCD, Recommendation system, Speech recognition.

INTRODUCTION

An integral part of a person’s total health is their 
mental state, which includes their emotional, 

psychological, and social well-being. The intricate 
nature of mental health conditions necessitates timely 
and accurate assessment for effective diagnosis and 
intervention. Traditional screening methods often 
involve self-report questionnaires, which provide 
insights into an individual’s attitudes and sensations 
related to social interactions[1]. Embracing technology, 
particularly in Machine Learning (ML) and Artificial 
Intelligence (AI), offers a transformative approach to 
mental health assessment and prediction.

ML, a subset of AI, addresses classification, regression, 
and clustering problems by leveraging data and 
algorithms to emulate human learning processes. 
Applied extensively in psychological treatments, ML 

exhibits significant promise in predicting and treating 
mental health conditions. Supervised learning, a 
prominent ML approach, involves the understanding 
of a mapping between input variables and an output 
variable to predict outcomes of unseen data [3]. 
Classification and prediction of mental health disorders 
based on diverse data features can be achieved using 
techniques such as Support Vector Machines (SVM), 
Decision Trees, Logistic Regression, and Naïve Bayes.

Ensemble learning, another ML paradigm, amalgamates 
multiple individual learners to form a robust model. 
Techniques such as Bagging, Boosting, and Stacking 
enhance predictive accuracy by combining outputs from 
diverse learners. Random Forest and Extreme Gradient 
Boosting (XGBoost) exemplify widely-used ensemble 
learning methods, demonstrating effectiveness in 
decision tree-based modeling. 
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The exploration of Transfer Learning opens new 
dimensions in psychological research, allowing 
knowledge from related tasks to improve learning in 
novel domains. [4]. Deep Learning (DL), a subfield of 
ML, stands out for its ability to automatically discern 
distinctive characteristics in unstructured data, such 
as text and images.The combined use of DL and ML 
represents a significant shift in mental health diagnosis 
methodologies.

There has been notable advancement in the application of 
machine learning (ML) in the medical field, particularly 
with regard to the identification of mental health 
disorders.ML algorithms analyze data from Electronic 
Health Records (EHRs) and wearable devices, offering 
continuous monitoring and early detection possibilities. 
Predictive modelling aids in identifying individuals 
at risk, enabling timely interventions to prevent 
severe mental health issues. By means of a thorough 
examination of the approaches used in the last ten years, 
this research attempts to offer a thorough overview of 
the field’s progress, difficulties, and prospects.

The following sections provide an overview of mental 
health issues, explain the methodology for selecting and 
analyzing data, and comprehensively explore machine 
learning (ML) and deep learning (DL) methodologies.
The analysis and discussion segment dissects the 
findings, emphasizing challenges and opportunities, 
while the concluding section encapsulates the key 
takeaways of this research endeavor.

LITERATURE REVIEW 
Iyortsuun et al. [1] conducted a review of machine 
learning and deep learning approaches for mental 
health diagnosis, highlighting various advancements 
in the field. They emphasized the significance of these 
approaches in improving mental health diagnostics.

Ehiabhi and Wang [2] systematically reviewed machine 
learning models in mental health analysis based on multi-
channel multi-modal biometric signals, showcasing the 
effectiveness of these models in analyzing complex 
data. Their study provides valuable insights into the 
application of machine learning in mental health 
analysis.

Pinaya et al. [3] utilized deep autoencoders to identify 
abnormal brain structural patterns in neuropsychiatric 

disorders, demonstrating the potential of deep learning 
in understanding brain disorders. Their large-scale 
study contributes to the field of neuropsychiatry.

Jo et al. [4] employed network analysis and a machine 
learning method to diagnose schizophrenia, showcasing 
the utility of machine learning in psychiatric research. 
Their study provides insights into novel diagnostic 
approaches for schizophrenia.

Chauhan and Jaiswal [5] proposed an efficient data 
mining classification approach for detecting lung cancer 
disease, highlighting the importance of data mining in 
healthcare. Their approach offers a promising method 
for the early detection of lung cancer.

Olfson et al. [6] studied psychiatric disorder onset and 
first treatment contact in the United States and Ontario, 
revealing differences in healthcare systems. Their 
findings underscore the importance of timely treatment 
for mental health disorders.

Mueller et al. [7] investigated recurrence after recovery 
from major depressive disorder during 15 years of 
observational follow-up, providing insights into long-
term outcomes. Their study sheds light on the challenges 
of managing depression.

Rutledge et al. [8] discussed machine learning and 
big data in psychiatry, highlighting their potential for 
clinical applications. Their review emphasizes the 
transformative impact of technology in mental health 
care.

Jordan and Mitchell [9] provided an overview of 
machine learning trends, perspectives, and prospects, 
highlighting its relevance in various fields, including 
psychiatry. Their insights contribute to our understanding 
of the broader impact of machine learning.

Cho et al. [10] reviewed machine learning algorithms for 
diagnosing mental illness, emphasizing the importance 
of accurate diagnosis for effective treatment. Their 
review provides a comprehensive analysis of the current 
state of machine learning in mental health diagnostics.

Lad et al. [11] developed a machine learning-based 
resume recommendation system, showcasing the 
application of machine learning in different domains. 
Their system demonstrates the potential of machine 
learning for optimizing recruitment processes.
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The literature review examines the use of machine 
learning (ML) techniques in predicting mental health 
disorders, including schizophrenia, depression, anxiety, 
bipolar disorder, PTSD, and mental health problems in 
children. Thirty research publications were analyzed, 
revealing diverse ML approaches to schizophrenia 
prediction. For instance, Jo et al. (2020) used random 
forest, multinomial naive Bayes, XGBoost, and 
SVM, achieving accuracies above 70 for anxiety and 
depression. Inconsistent results were observed in 
bipolar disorder prediction. Studies on PTSD mainly 
used random forest and SVM, with Marmar et al. (2019) 
achieving 89.1% accuracy. Regarding children’s mental 
health, various ML models were used, with multilayer 
perceptron achieving the highest accuracy of 78%. 
Overall, ML algorithms, particularly random forest 
and SVM, show promise in predicting mental health 
disorders, but further research and possibly ensemble 
approaches are needed to improve accuracy.

Figure 1: Accuracy of ML Models

Figure 2: Random Forest Accuracy

Table 1: Summary of Key Studies on Mental Health and 
Machine Learning

EASE OF USE
A. User-Friendly Interface: PsychePulse features a user-
friendly interface for a seamless and intuitive experience 
for administrators and users alike. The application’s 
layout allows effortless navigation through its various 
features.

B. Accessibility: For PsychePulse, accessibility for 
a wide range of users is essential. The interface is 
inclusive of people from a variety of age groups and 
backgrounds since it is made to work with users who 
have diverse degrees of technological proficiency.

C. Intuitive Functionality: Because PsychePulse has 
intuitive functionality, users may easily register, log in, 
and browse through the application’s various areas. The 
design decisions put emphasis on simplicity and clarity 
without sacrificing feature richness and depth.

D. Responsive Design: The application is optimized for 
various devices and screen sizes, providing a consistent 
and responsive experience across smartphones, 
tablets, and desktops. This flexibility guarantees that 
consumers, irrespective of the device they are using, 
may effortlessly access PsychePulse.

E. Robust Administrative Tools: A comprehensive range 
of tools that simplify and expedite work is advantageous 
for administrators. Because of the efficient design of 
the admin interface, administrators can easily view user 
data, manage suggestions, and respond to user feedback.

F. Continuous Improvement: PsychePulse is dedicated 
to enhancing the user experience throughout time. 
Updates are actively seeking and incorporating 
feedback from administrators and users to make sure 
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the application adapts to the changing needs of its user 
base.

DATA SELECTION, RETRIEVAL, AND 
ANALYTICAL METHODOLOGY
A. Thoughtful Considerations: Several pivotal thoughts 
and questions guided the review process: 

1) Recent Methodologies: Exploring the most recent 
techniques utilized by researchers in the field of 
machine learning for diagnosing mental illnesses.

2) Challenges Faced: Being aware of the difficulties 
faced by researchers in this ever-changing subject. 

3) Dataset Compilation: Establishing a database of 
freely available datasets to act as a useful tool for 3 
machine learning researchers.

B. Database Exploration: Reputable databases such as 
PubMed, Google Scholar, Scopus, and Web of Science 
were searched between 2013 and 2022. Key search 
terms such as “Artificial Intelligence for mental health 
diagnosis” and “Machine Learning for mental health 
prediction” were employed. 

C. Mental Health Condition Representation: This 
exhaustive investigation guarantees a varied portrayal 
of every mental health disorder examined, offering an 
exhaustive synopsis of the terrain. 

D. Adherence to Reporting Guidelines: The Preferred 
Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) criteria, which are an improved 
version of the Quality of Reporting of Meta-analyses 
(QUOROM Statement), were followed in the processing 
of the results. PRISMA integrates recent theoretical and 
applied developments in systematic review science.

A detailed PRISMA flow diagram outlines the process 
for choosing and integrating the literature. After each 
publication was thoroughly scrutinized, articles that did 
not meet the selection criteria were eliminated under the 
following circumstances:

1. Irrelevant to the subject of the study.

2. Insufficient rigor in the methodology.

3. Duplicate publications. 

4. Non-English language. 

5. Inaccessible full text. 

6. Publication date outside the defined timeframe. 

7. Studies focusing on non-human subjects. 

8. Publications without peer review. 

9. Articles without available abstracts.

METHODOLOGY
Research Design: The research adopts a mixed-methods 
approach, combining qualitative and quantitative 
techniques. It entails the creation and testing of 
PsychePulse, a machine learning-based mental health 
assessment tool that incorporates behavioral markers, 
user inputs, and face expressions. 

Participants (or Sample): The study includes a diverse 
sample of participants, primarily adults aged 18 and 
above, recruited through online platforms and mental 
health organizations. Participants must have basic 
proficiency in English and access to an Android phone 
(6.0 and above) for app usage. 

Materials (or Apparatus): The main resources include 
several machine learning methods for data analysis, 
Azure Data Studio for data administration, and Android 
Studio for app development. Standard psychological 
assessment questionnaires and scales are also employed 
for validation. 

Procedure: The research involves several stages: 

1. ThePsychePulseappwas developed with Android 
Studio and includes functionality for managing profiles, 
logging in, registering users, and conducting mental 
health assessments.

2.Applicationof machine learning techniques for user 
input and facial expression analysis to analyze emotions. 

3. A small number of users will pilot test the app to find 
any usability problems and improve the tool. 

4. Full-scale deployment and data collection from a 
larger sample of participants. 

5. Analysis of collected data using statistical methods 
and machine learning algorithms to evaluate the 
effectiveness of PsychePulse in identifying mental 
health conditions. 

Data Analysis: Descriptive statistics are used to assess 
the collected data in order to compile participant 
demographics and mental health profiles. Furthermore, 
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the association between user inputs, face expressions, 
and mental health outcomes is investigated through the 
use of inferential statistics. Ethical Considerations: The 
study complies with ethical standards, which include 
getting each participant’s informed consent, protecting 
participant data confidentiality, and giving them access 
to services and help for mental health issues during the 
study. 

Limitations: Limitations include the reliance on self-
reported data, potential biases in participant selection, 
and the app’s language limitation to English, which 
may impact the generalizability of the findings. 

Validity and Reliability: The software is put through 
pilot testing to enhance its functionality and increase 
its validity in identifying mental health disorders. The 
application of rigorous data gathering processes and 
standardized assessment scales improves reliability. 

Results: According to preliminary results, PsychePulse 
has a high level of user happiness and engagement and 
is useful for assessing mental health issues. We’ll do 
more research to confirm these results and evaluate the 
tool’s long-term effects. 

Future Research: Future research could focus on 
expanding PsychePulse to support multiple languages, 
conducting longitudinal studies to assess the tool’s long-
term effectiveness, and integrating additional features 
for personalized mental health recommendations.

RESULT
PsychePulse App Development: The development of the 
PsychePulse app was successful using Android Studio, 
integrating features such as user registration, login, 
profile management, and mental health assessment 
tools. 

Machine Learning Integration: Machine learning 
algorithms were successfully implemented for 
emotional analysis based on user inputs and facial 
expressions, enhancing the app’s ability to assess 
mental health conditions. 

Participant Recruitment: A diverse sample of 
participants, primarily adults aged 18 and above, 
were recruited through online platforms and mental 

health organizations, ensuring a varied demographic 
representation. 

Data Collection and Analysis: Data collection involved 
pilot testing with a small group of participants to 
identify usability issues and refine the app, followed 
by full-scale deployment and data collection from a 
larger sample. Data analysis included descriptive and 
inferential statistics to evaluate the effectiveness of 
PsychePulse in identifying mental health conditions. 
Ethical Considerations: Ethical guidelines, including 
informed consent, participant confidentiality, and access 
to mental health resources, were adhered to throughout 
the study. Preliminary Findings: Preliminary findings 
indicate that PsychePulse is effective in assessing 
mental health conditions, with high user satisfaction 
and engagement. Further analysis will validate these 
findings and assess long-term impact. 

Future Research: Future research could focus on 
expanding PsychePulse to support multiple languages, 
conducting longitudinal studies to assess long-term 
effectiveness, and integrating additional features for 
personalized mental health recommendations.

PsychePulseconsists of two modules: one for 
administrators and another for users. PsychePulse’s 
two-module architecture makes it possible to distinguish 
clearly between the features and functionalities intended 
for administrators, who oversee the system, and users, 
who engage with the features and tools for mental 
health assessments. 

Users of PsychePulse can take tests, sign up, log in, 
provide comments, and get alerts when there are test 
gaps. Reports are generated by the system depending 
on test results.

PsychePulse’s admin interface is a centralized hub for 
managing the app, offering user profile management, test 
history viewing, and feedback analysis. Administrators 
can navigate user data, view assessment results, and 
provide personalized recommendations for effective 
monitoring and support. The user-centric design enables 
administrators to oversee interactions and customize 
interventions for improved mental health outcomes.
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Figure 3: User module for PsychePulse

  

Figure 4: Admin module for PsychePulse

FUTURE DIRECTIONS
Global Expansion: Increase the app’s exposure to 
foreign markets by offering bilingual assistance and 
material that is sensitive to cultural differences.

Constant Improvement: Add new features and updates 
to the app on a regular basis in response to user input 
and technical developments.

Research Collaboration: Work together with researchers 
and mental health specialists to verify the app’s efficacy 
and further the development of mental health assessment 
instruments.

Community Engagement: Create a vibrant online 
community centered around the app by offering 
assistance, materials, and a forum for users to discuss 
difficulties and experiences.

Integration with Healthcare Systems: Connect the app to 
healthcare systems so that mental health information and 
advice can be easily shared with medical professionals.

Data Security and Privacy: To safeguard user 
information and foster user trust, uphold the strictest 
standards for data security and privacy.

Education and Awareness: In order to lessen the stigma 
attached to asking for help, keep up your education 
on mental health issues and raising awareness among 
users.

Make sure the software is both accessible to users with 
disabilities and scalable to handle an increasing user 
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base. Conduct longitudinal research to evaluate the 
app’s long-term effects on users’ mental health and 
general wellbeing.

Collaborations and Collaborations: To advance 
mental health and well-being on a broader scale, form 
collaborations with institutions, governments, and 
organizations.

User-Centric Design: Prioritize user-centric design 
principles to ensure the app remains intuitive, engaging, 
and effective for users of all backgrounds and mental 
health conditions.
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CONCLUSION
In summary, PsychePulse, a machine learning-based 
mental health assessment tool, represents a major 
advancement in the use of technology in mental 
health treatment with its creation and evaluation. By 
integrating qualitative and quantitative methodologies, 
the mixed-methods approach made it possible to 
conduct a thorough evaluation of the app’s efficacy. With 
the use of cutting-edge technology like user input and 
facial expression analysis, PsychePulse seeks to offer a 
comprehensive method of mental health screening. The 
accessibility and usability of the software are improved 
by the incorporation of user-friendly features including 
profile management, login, and user registration. 
According to the initial results, PsychePulse has a high 
level of user happiness and engagement and is useful 
for evaluating mental health issues. Nevertheless, 
more verification and enhancement are imperative to 
guarantee its enduring influence and efficacy.

REFERENCES
1. Iyortsuun, N.K., Kim, S.H., Jhon, M., Yang, H.J., 

Pant,S. (2023). A Review of Machine Learning and 
Deep LearningApproaches on Mental Health Diagnosis. 
Healthcare (Basel),11(3), 285.

2. Ehiabhi, J., Wang, H. (2023). A Systematic Review 
ofMachine Learning Models in Mental Health Analysis 
Basedon Multi-ChannelMulti-Modal Biometric 
Signals. *BioMed-Informatics*, 3, 193-219.

3. W. H. L. Pinaya, A.Mechelli, and J.R. Sato, “Using 
deepautoencoders to identify abnormal brain structural 
patterns inneuropsychiatric disorders: a large-scale 
multi-sample study,”Human Brain Mapping, vol.40, 
no.3, pp.944–954, 2018.

4. Y. T. Jo, S.W. Joo, S.H.Shon, H.Kim, Y.Kim, and 
J.Lee,“Diagnosing schizophrenia with network analysis 
and a machine learning method,” International Journal 
of Methods inPsychiatric Research, vol.29, no.1, 2020.

5. D.Chauhan and V. Jaiswal, “An efficient data 
miningclassification approach for detecting lung cancer 
disease,” inProceedings of the 2016 International 
Conference on Communication and Electronics 
Systems (ICCES), Coimbatore, India,October 2016.

6. M.Olfson, R.C.Kessler, P.A.Berglund, and E.Lin, 
“Psychiatric disorder onset and first treatment contact 
in the UnitedStates and Ontario,” American Journal of 
Psychiatry, vol.155,no.10, pp.1415–1422, 1998.

7. T.I.Mueller, A.C.Leon, M.B.Keller et al., 
“Recurrenceafter recovery from major depressive 
disorder during 15 yearsof observational follow-
up,” American Journal of Psychiatry,vol.156, no.7, 
pp.1000–1006, 1999.

8. R. B. Rutledge, A.M.Chekroud, and Q. J.Huys, 
“Machine learning and big data in psychiatry: toward 
clinical applications,” Current Opinion in Neurobiology, 
vol.55,pp.152–159, 2019.

9. M. I. Jordan and T.M.Mitchell, “Machine 
learning:trends, perspectives, and prospects,” Science, 
vol. 349, no.6245, pp.255–260, 2015.

10. G.Cho, J.Yim, Y.Choi, J.Ko, and S.-H. Lee, “Reviewof 
machine learning algorithms for diagnosing mental 
illness,”Psychiatry Investigation, vol.16, no.4, pp.262–
269, 2019.

11. A. Lad, S. Ghosalkar, B. Bane, K. Pagade, and 
A. Chaurasia, “Machine Learning Based Resume 
Recommendation System”, IJMDES, vol. 1, no. 3, pp. 
17–20, May 2022.



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 113

Human – Computer Dialogue Systems Murkar, et al

Human – Computer Dialogue Systems

Aparna Murkar*, Gajanan P Khapre
Priyanaka Nikam, Radhika Kadam
Assistant Professor
VPM’s MPCOE
Velneshwar, Maharashtra
 aparna.murkar@vpmmpcoe.org
 gajanan.khapre@vpmmpcoe.org
 priyanka.nikam@vpmmpcoe.org
 radhika.kadam@vpmmpcoe.org

Sanjay N. Jadhav
Department of Computer Emgineering

G M Vedak Institute of Technology
Tala, Maharashtra

 sanjaysarthi84@gmail.com

ABSTRACT
Human-computer interaction systems facilitate a natural language-based communication link between humans and 
computers, finding applications in numerous fields such as network documentation and interactive robotics. These 
systems are traditionally structured around three core components: Natural Language Understanding (NLU), 
Dialogue Management (DM), and Natural Language Generation (NLG), each comprising various specialised 
tasks. Historically, each task within these components has been developed separately, leading to issues such as 
error propagation and inefficiencies. Recent research has shifted towards integrating multiple tasks within single 
components or end-to-end models, leveraging the rapid advancement of deep neural network technologies. This 
paper outlines two pivotal frameworks in contemporary dialogue systems, initially reviews advancements in 
individual tasks, and then delves into integrated models handling multiple dialogue tasks. We evaluate notable 
models that combine tasks within NLU or NLG, as well as those that integrate tasks across NLU, DM, and NLG, 
discussing both their advantages and limitations. It’s apparent that integrated or end-to-end models represent a 
significant direction for the future development of human-computer dialogue systems.

KEYWORDS : Human-Computer discourse gadget, Natural language understanding, Dialogue management, 
Natural language generation, Joint version.

INTRODUCTION

A human-computer communication system serves as 
a bridge to facilitate interactions between humans 

and computers through natural language. Often referred 
to as spoken dialogue systems, these platforms enable 
humans to use computers more intuitively, primarily 
through spoken language.

Dialogue systems can be broadly categorized into two 
types: goal-oriented dialogue systems and non-goal-
oriented systems. In the early 1990s, MIT developed a 
pioneering goal-oriented dialogue system for automated 
flight booking, sponsored by DARPA. This system was 
designed to navigate through conversations, extracting 
essential booking information such as departure cities 
and times, similar to other systems like the HMIHY 
telecommunications service system, the JUPITER 

weather inquiry system, and the DARPA Communicator 
travel planning system. These task-specific systems aim 
to accomplish specific objectives.

Conversely, non-goal-oriented dialogue systems, 
or chatter bots, engage in conversations without a 
predefined objective. The first of these, Eliza, laid the 
groundwork for the modern chatbot. In recent years, 
chatbots have become increasingly prevalent, often 
integrated into broader systems like Cortana and Google 
Now.

The distinction between goal-oriented and non-goal-
oriented dialogues is not always clear-cut, as real-world 
interactions often blend elements of both. For instance, 
interactions with customer service may shift between 
casual conversation and goal-oriented tasks, like 
booking a flight. An effective dialogue system should, 
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therefore, be versatile, supporting both casual and task-
specific exchanges.

The demand for consumer robots and virtual assistants 
is growing, driving advancements in human-computer 
interaction. Research in this field has led to significant 
improvements in dialogue system models, algorithms, 
and performance. The recent surge in computational 
power, the availability of extensive dialogue corpora, 
and innovations such as deep neural networks have 
fueled new developments in dialogue system technology. 

This paper focuses on the trend towards integrating 
multiple tasks within dialogue systems, a key area of 
recent progress. This paper is structured as follows: 
Section 2 revisits the architecture of goal-oriented 
dialogue systems. Section 3 provides an overview of 
the subtasks within these systems. The main focus, 
Section 4, discusses recent efforts and advancements 
in integrating various subtasks in dialogue systems, 
covering both goal-oriented and non-goal-oriented 
dialogues. Conclusions are drawn in Section 5.

FRAMES OF GOAL-DRIVEN DIALOGUE 
SYSTEMS
Fig 1 illustrates a basic framework for a goal-oriented 
dialogue system, comprising three main components: 
Natural Language Understanding (NLU), Dialogue 
Management (DM), and Natural Language Generation 
(NLG). Users can interact with the system through 
either speech or text; speech inputs require an Automatic 
Speech Recognition (ASR) component before NLU, 
and speech outputs necessitate a Text-To-Speech (TTS) 
system post-NLG.

Fig.1. A Basic frame for dialogue system when states are 
fully observable

NLU’s task is to extract relevant details from user 
inputs, such as identifying cities and flight times in a 
booking context. DM guides the flow of conversation, 

typically employing a Markov Decision Process (MDP) 
to model dialogue states and transitions to achieve the 
system’s goals. NLG then translates DM’s decisions 
into user-friendly responses.

Due to uncertainties introduced by ASR and NLU 
errors, a more advanced model, the Partially Observable 
Markov Decision Process (POMDP), is recommended to 
manage dialogue with higher precision, accommodating 
the unpredictable nature of user inputs by maintaining 
a belief state of possible dialogue scenarios based on 
NLU outputs.

DM strategizes the conversation’s progress, selecting 
actions based on current states to maximise positive 
outcomes, while NLG formulates these strategies into 
coherent sentences. Addressing the challenges in NLU, 
DM, and NLG involves ongoing research to refine these 
systems’ accuracy and user interaction quality.

MODELING EACH SUBTASK 
SEPARATELY
Traditional human-computer dialogue systems are 
designed in a linear, pipeline fashion where each 
subtask is developed independently and then linked 
together, as illustrated in Figures 1 and 2. Significant 
efforts have been made to improve the performance of 
these individual subtasks. This paper briefly mentions 
these efforts without going into detail. For an in-depth 
exploration of traditional dialogue systems, especially 
those based on the POMDP framework, readers are 
encouraged to consult the detailed reviews by Young, 
Gasic, Thomson, et al. [6] and Yu, Chen, Chen, et al. 
[7].

Subtasks in Natural Language Understanding

Natural Language Understanding (NLU) plays a pivotal 
role in decision-making (DM) by extracting crucial 
information such as domain, intent, and semantic details 
from user input. Typically treated as classification 
problems, domain and intent identification utilize 
supervised classifiers like Support Vector Machine 
(SVM), Maximum Entropy (ME), and Deep Neural 
Networks (DNN), achieving high accuracies, often 
exceeding 90% in some datasets. However, the scarcity 
of labelled data in new domains challenges supervised 
methods, leading to the exploration of less accurate 
unsupervised approaches. 
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Fig.2   A basic Frame for Human-Computer dialogue 
systems when states are partially observable.

Slot filling, viewed as sequence labelling, employs 
models such as Conditional Random Fields (CRF) 
and Recurrent Neural Networks (RNN), where RNNs 
generally outperform CRFs, especially in simpler 
datasets like ATIS. Unsupervised slot filling methods 
lag behind supervised ones, despite attempts using 
techniques like Latent Dirichlet Allocation (LDA) and 
matrix factorization to improve performance. Ongoing 
research focuses on enhancing unsupervised slot-filling 
techniques through innovative approaches like graph-
based methods.

Subtasks in DM

Dialogue Management (DM) research often explores 
handling conversations with partially observable states, 
employing Partially Observable Markov Decision 
Processes (POMDP) for tasks like state tracking and rule 
generation. Challenges in updating belief states within 
POMDP have led to various approximation methods. 
Experimental results highlight weaknesses in existing 
methods, pushing towards discriminative models for 
better performance in tasks like the Dialogue State 
Tracking Challenge (DSTC). [25] Techniques like deep 
learning and hybrid models have shown improvements. 

Training involves compressing the vast space of possible 
states using methods like Monte Carlo optimisation 
and neural networks, with Gaussian support learning 
techniques enhancing policy control. Stochastic game 
frameworks have been suggested as alternatives to 
POMDPs to overcome assumptions about fixed rules 
and cooperative goals, acknowledging real-world 
dialogues’ complexity where participants may have 
divergent objectives and strategies.

Subtasks in NLG

Natural Language Generation (NLG) processes input 
from a Dialogue Manager (DM), determining “what to 
say” and “how to say it” through sentence construction 
and lexical choices. It involves lexicalization, selecting 
words to express concepts, referring expression 
generation, and choosing phrases for entities. Techniques 
ensure the correspondence between semantic 
representation and sentence structure, using schemas 
for sentence generation and tree-adjoining grammar 
for syntactic organization. Advanced algorithms like 
A* search help generate coherent sentences. Despite 
progress in ensuring syntactic accuracy and consistent 
spelling, challenges remain in enhancing visual and 
interactive dialogue [30] components. Further research 
is needed to improve these aspects of the NLG.

JOINTLY MODELING MULTIPLE 
SUBTASKS

Traditional conversational systems relied on piped 
systems, where subtask models were sequentially 
built and then assembled. Despite their conceptual 
simplicity, piped systems have limitations. They 
struggle to leverage interaction data crucial for optimal 
performance and face challenges in bug identification 
and error propagation. Interdependencies among 
subtasks complicate single-task modeling. Ensemble 
modelling, integrating multiple subtasks into an end-to-
end framework, addresses these issues, surpassing the 
drawbacks of conventional pipelines.           

Jointly modeling subtasks in NLU

In recent years, deep learning has made significant 
strides across various applications, particularly in the 
realm of Natural Language Understanding (NLU). 
Researchers such as Xu and Sarikaya have introduced 
joint models employing Convolutional Neural 
Networks (CNN), surpassing traditional methodologies. 
Additionally, Guo, Tur, and Yih proposed a Recursive 
Neural Network (RecNN) approach, demonstrating 
competitive performance, while Shi, Yao, and Chen 
utilised an RNN-based approach with LSTM, achieving 
impressive results. Moreover, Lee and Ko employed 
Conditional Random Fields (CRFs) for ensemble 
modelling, leading to further advancements.
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Despite these achievements, challenges persist. 
Determining the optimal method for joint modelling 
remains uncertain, and the acquisition of labelled 
data, especially for supervised models, proves costly. 
Unsupervised techniques lag behind, raising concerns 
about their practicality. Domain adaptation poses 
another obstacle, although solutions such as zero-shot 
learning show promise.

In conclusion, while ensemble modelling holds potential 
for enhancing NLU, challenges remain in selecting 
appropriate modelling techniques, obtaining labelled 
data, and adapting models across different domains. 
Continued research and innovation are imperative to 
fully exploit the benefits of joint NLU models.

Jointly modeling subtasks cross NLU and DM

The integration of semantic tags into Dialogue 
Management (DM) has progressed, with some methods 
directly using sentences as input. Henderson, Thomson, 
and Young proposed an RNN model for state tracking, 
exhibiting superior performance. Mrksic & Kadlec 
introduced a multi-domain state tracking model with 
promising results when combined with delexicalized 
features.

Reinforcement learning (RL) has become pivotal for 
dialogue modelling, particularly in ensemble models 
like action generation. Deep RL (DRL), initially 
developed for gaming, has found adoption in dialogue 
systems. Mnih, Kavukcuoglu, and Silver achieved 
competitive scores with DRL algorithms in gaming 
environments.

Given the similarities between gaming and dialogue, 
DRL is increasingly utilized in end-to-end dialogue 
systems. Cuayahuitl and Keizer experimented with 
DRL for non-cooperative dialogue using a card game 
scenario. Zhao and Eskenazi also applied DRL for state 
tracking and action generation.

However, training Q-function networks for DRL presents 
challenges due to data scarcity and convergence issues. 
Techniques like replaying and double DQN have been 
proposed to address these challenges, but convergence 
in DRL remains complex, especially with large action 
spaces in dialogues. Addressing these issues is an 
important goal for the future.

Joint models for subtasks across NLU, DM and NLG

The idea of jointly modelling all facets of dialogue 
systems, from understanding user input to generating 
responses, is attractive for creating truly end-to-end 
models. However, in task-based scenarios like flight 
booking, it’s crucial for the system to retain and update 
task-related information throughout the conversation, 
such as departure time and city. Presently, complete 
end-to-end models for such tasks are lacking, with most 
models focusing on specific subtasks. Conversely, for 
non-task-oriented dialogues like casual conversation, 
the focus is typically on response generation. Recent 
advancements in term-driven approaches, particularly 
those rooted in machine translation, show promise for 
generating responses.

Some models address data scarcity by integrating 
contextual information. Sequence-to-sequence models 
have also been adapted for non-task-based dialogues, 
incorporating attention mechanisms for improved 
performance. However, these methods lack semantic 
analysis and precise dialogue management, limiting 
their application to task-driven dialogues. To evaluate 
these systems, various tasks have been proposed, 
including question-answering and recommendations. 
Bridging the gap between non-task-driven and task-
driven dialogues remains an intriguing challenge. 
Leveraging advancements in sequence-to-sequence 
machine translation models could lead to more robust 
task-based dialogue systems in the future. In conclusion, 
a comprehensive task-based dialogue system should not 
only generate responses but also maintain and update 
internal representations or memories throughout the 
conversation, either explicitly or through external 
validation tasks such as question answering.

CONCLUSIONS
Although joint models are in their infancy, they have 
shown advantages over previous pipeline models. One 
key benefit is their ability to model interactions among 
different subtasks within a single framework, enhancing 
overall system performance. Additionally, joint models 
can eliminate manually constructed intermediary 
representations, making dialogue modelling more 
flexible and adaptable to diverse tasks and domains. 
It’s notable that many recent joint models utilise deep 
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neural networks, offering standardised architectures and 
training methodologies across subtasks. Reinforcement 
learning remains central to dialogue management, with 
recent advancements in deep reinforcement learning 
driving progress in joint model research. However, 
numerous challenges remain. These include acquiring 
sufficient data for model construction, effective training 
of joint models, and adapting models from one domain 
to another. Some of these challenges are theoretically 
intriguing, while others are practically significant, 
indicating a rich landscape for future research in joint 
models.
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ABSTRACT
In today’s world cyberattacks over the internet, the use of traditional executable files as delivery vehicles for 
malicious payloads. These executable files have secured their place as the form of email attachments, posing 
a significant challenge to cybersecurity. Evading detection mechanisms like antivirus software, attackers often 
employ sophisticated obfuscation techniques to conceal their malware. In this context, pattern-matching-based 
detection approaches, such as antivirus programs, have proven inadequate for identifying novel and emerging 
threats. This research presents a comprehensive survey of the state of the art in malware detection, emphasizing the 
critical role that natural language processing (NLP) techniques play in combating these cyber threats. It explores 
various research papers, each offering unique insights and methods for malware detection. From applying NLP 
techniques like Bag of Words (BoW), Word2Vec, and LSI-TF-IDF, to the use of deep learning models such as 
CNN-LSTM, CNN, RNN, and LSTM, the paper discusses the strengths and limitations of these approaches. 
Ultimately, this research underscores the efficacy of leveraging NLP techniques in the fight against malware, 
demonstrating their ability to detect both known and novel threats, and highlights the potential of combining these 
techniques with deep learning classifiers for robust cybersecurity solutions.

KEYWORDS : NLP (Natural language porocessing), Malware detection, Cybersecurity, Deep learning.

INTRODUCTION

Cybersecurity is a pressing concern in today’s digital 
age as the internet has become a fertile ground for 

targeted attacks, jeopardizing the security of individuals, 
organizations, and even nations. This introduction sets 
the stage for our exploration of malware detection, 
focusing on the critical role that natural language 
processing (NLP) techniques play in countering this 
ever-evolving threat landscape [1].

(Fig. 1) shows count of previous ten year research on 
Malware Detection using NLP from Elsevier, Springer, 
IEEE, and ACM from the year 2014 onwards including 
journals and conferences.The Fig.1 illustrates that a 
significant portion of research in this field has been 
conducted post-2018.

Fig. 1: Last 10 year publications on Malware detection 
using NLP

The Resilience of Traditional Executable Files

Despite the ongoing evolution of cyber threats, 
traditional executable files continue to serve as a popular 
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and effective payload for these malicious attacks [1]
[19][21]. These files can execute various actions on 
a victim’s computer, making them a versatile tool for 
cybercriminals.

The Prevalence of Malicious Email Attachments

A concerning trend in the world of cyberattacks is the 
prevalence of malicious email attachments. According 
to a recent report, executable files rank as the second 
most common type of malicious email attachment. 
This statistic underscores the significance of addressing 
the threat posed by executable files to enhance email 
security.

The Art of Obfuscation

To traditional cybersecurity defenses, attackers have 
become increasingly adept at concealing their malicious 
intent. They employ obfuscation techniques, which 
involve disguising the true nature of malware to make 
it harder for antivirus programs to detect. There is the 
need for more advanced detection methods.

The Limitations of Pattern Matching-Based Detection

Traditional antivirus programs primarily rely on pattern 
matching-based detection methods. These programs 
compare files to known patterns of malware to identify 
threats. However, this approach has a critical limitation: 
it struggles to detect new and previously unseen 
malware. As attackers continuously evolve their tactics, 
relying solely on pattern matching becomes increasingly 
ineffective.

There are various types of malware attacks that 
cybersecurity experts and organizations face in today’s 
digital landscape:

Different Malware Threats

Malware, means malicious software, there includes a 
wide range of digital threats [2][18].

Malvertising: Malicious advertising that delivers 
malware to users via online ads, often without their 
knowledge.

Cryptomining (Cryptojacking): Illicit use of a victim’s 
computing power to mine cryptocurrency for the 
attacker’s benefit.

Spyware: Software that secretly monitors a user’s 
activities, collecting sensitive information without 
consent.

Adware: Unwanted software that bombards users    with 
intrusive advertisements.

Ransomware: Malware that encrypts a victim’s files and 
demands a ransom for decryption.

Trojans: Deceptive software that appears legitimate 
but carries malicious payloads, such as backdoors or 
spyware.

Worms: Self-replicating malware that spreads across 
networks or systems.

Rootkits: Malicious software that hides deep within 
an operating system, making it difficult to detect and 
remove.

Backdoors: Hidden entry points in a system that allows 
unauthorized access to cybercriminals. 

Fig. 2: Various types of Malware Attacks

These diverse forms (shown in Fig. 2) of malware 
attacks pose significant threats, each with its unique 
characteristics and methods of attack. As the malware 
landscape continues to evolve, addressing these threats 
becomes increasingly challenging [16][17].

The Role of Natural Language Processing (NLP)                                                                

In the face of these multifaceted cyber threats, NLP 
emerges as a powerful ally in the quest for effective 
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malware detection. NLP, a branch of artificial 
intelligence, focuses on enabling computers to 
understand and interpret human language [11][12]. 
While traditionally applied in fields such as natural 
language understanding and machine translation, NLP 
has found a new role in the realm of cybersecurity.

NLP techniques gives cybersecurity experts to analyze 
and interpret various forms of textual data, which can 
provide critical insights into the behavior and intent 
of potential malware. By harnessing the capabilities 
of NLP, researchers and defenders aim to bolster their 
ability to identify and mitigate evolving cyber threats.

PROBLEM DEFINITION
Malware detection in executable files is difficult due 
to obfuscation techniques used to avoid anti-virus 
programs. Dynamic analysis of all suspicious files from 
the internet is time-consuming, so a fast filtering method 
is required. Need of develop a method that is effective 
in detecting not only existing malware but also new and 
packed malware with anti-debugging techniques.

LITERATURE REVIEW
According to surveyed literature, it is found that 
NLP (Natural Language Processing) is emerging as 
very effective for malware detection by using the 
NLP techniques of Bag of Words (BoW), Word2Vec, 
and LSI-TF-IDF with deep learning models such as 
CNN, RNN, LSTM.  Mimura and Ito [1] explored the 
application of Natural Language Processing (NLP) 
techniques to enhance malware detection in practical 
environments. They employed NLP methods such as 
Printable strings with Bag of Words (BoG), Word2Vec, 
and Latent Semantic Indexing (LSI) combined with 
Term Frequency-Inverse Document Frequency (TF-
IDF). The approach showed promise in detecting both 
existing and new malware variants, demonstrating its 
effectiveness. However, it had limitations, including 
challenges in packer detection precision, reliance on 
an imbalanced dataset, and constraints due to limited 
training data. 

Akhtar and Feng [2] focused on malware detection using 
deep learning techniques, specifically Convolutional 
Neural Networks (CNN) and Long Short-Term 
Memory (LSTM). Their approach achieved remarkable 
detection accuracy of 99%. However, it didn’t consider 

the semantics of raw binary files, potentially missing 
important behavioral aspects of malware. 

Zhang et al. [3] introduced a hybrid sequence-based 
approach for Android malware detection utilizing 
static opcode and dynamic system call sequences. 
They employed a CNN-BiLSTM-Attention classifier, 
achieving a detection accuracy of 97%. However, it’s 
essential to note that their study primarily focused on 
the Android environment, limiting its generalizability. 

Karbab and Debbabi [4] formulated behavioral reports 
for malware detection using a Bag of Words (BoW) NLP 
model. Their method achieved a detection accuracy 
of 94% and exhibited versatility by being effective 
on various platforms, including Android and Win32. 
Nevertheless, its performance could be influenced by 
the execution environment. 

Yeboah and Musah [5] employed a one-dimensional 
Convolutional Neural Network (1D CNN) fusion 
model for Android malware detection. Their approach 
demonstrated a high detection accuracy of 97% by 
extracting features from semantically embedded 
n-grams of raw static opcode sequences. However, it 
focused exclusively on the Android environment and 
required constant updates upon deployment. 

Khan et al. [6] explored lightweight deep learning 
solutions for malware detection in IoT-constrained 
environments, utilizing Recurrent Neural Networks 
(RNN), Long Short-Term Memory (LSTM), and 
Bidirectional LSTM (Bi-LSTM). Their approach 
achieved an impressive accuracy score of up to 
99.45% but primarily focused on the IoT environment, 
potentially limiting its applicability elsewhere. 

Poudyal et al. [7] developed a multi-level ransomware 
detection framework using NLP and machine learning. 
Their method applied n-gram Term Frequency-Inverse 
Document Frequency (TF-IDF) on DLL, function 
call-opcode, and assembly instructions, reaching a 
high detection accuracy of 98.59%. However, the 
study would benefit from incorporating deep learning 
methods and testing on a broader range of datasets. 

Garg and Yadav [8] utilized supervised learning 
algorithms for malware detection based on the frequency 
of API calls, with feature selection using Random Forest 
(RF). Their approach achieved an accuracy score of up 
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to 93%. Nevertheless, it solely relied on API calls, and 
unsupervised or semi-supervised techniques were not 
explored. 

Lu [9] conducted malware detection using Long Short-
Term Memory (LSTM) networks, with a specific focus 
on the analysis of opcodes. The LSTM-based method 
exhibited an accuracy score of up to 98%, showcasing 
its capability to identify malware based on opcode 
language. However, it focused exclusively on opcodes, 
potentially missing other behavioral aspects of malware. 

Kim [10] employed n-gram Term Frequency-Inverse 
Document Frequency (TF-IDF) on system calls for 
malware detection, primarily focusing on native API 
system calls. The method achieved an accuracy score 
of up to 96% in detecting malware based on API system 
calls. Similar to other studies, its focus on a specific 
aspect (API system calls) may limit its coverage of 
malware behavior.

Manning and Schütze’s work on “Foundations of 
Statistical Natural Language Processing” [12] lays 
the groundwork for understanding statistical methods 
in natural language processing, providing valuable 
insights into the application of these techniques in the 
context of malware analysis.

The National Institute of Standards and Technology 
(NIST) Computer Security Resource Center [13] is 
a crucial resource for establishing and maintaining 
standards in computer security, serving as a foundational 
reference for best practices and guidelines in the field. 
Ligh et al.’s “Malware Analyst’s Cookbook: Tools 
and Techniques for Fighting Malicious Code” [14] is 
an essential reference that provides practical tools and 
techniques for malware analysts, offering valuable 
insights into the hands-on aspects of combating 
malicious code. 

The SANS Institute [15] is a reputable organization 
that plays a pivotal role in cybersecurity training 
and education. Their contributions and resources are 
invaluable for professionals seeking to enhance their 
skills in malware analysis and defense. 

Szor’s “The Art of Computer Virus Research and 
Defense” [16] is a seminal work that delves into the 

intricate details of computer virus research, providing 
comprehensive insights into the methodologies and 
strategies for defending against malicious code. 

The US-CERT (United States Computer Emergency 
Readiness Team) [17] serves as a central hub for 
cybersecurity information and incident response. Their 
resources are instrumental in staying informed about 
current threats and vulnerabilities. 

Skoudis and Zeltser’s “Malware: Fighting Malicious 
Code” [18] is a noteworthy resource that addresses 
the multifaceted aspects of malware, offering 
comprehensive coverage of strategies and techniques to 
combat malicious code effectively. Kolter and Maloof’s 
research on “Learning to detect malicious executables 
in the wild” [19] contributes significantly to the field 
of machine learning applied to malware detection, 
providing a foundation for developing intelligent 
systems to identify malicious behavior. 

Goldberg’s “Neural Network Methods for Natural 
Language Processing” [20] is a contemporary resource 
that explores the application of neural network methods 
in natural language processing, offering insights into the 
potential of these techniques in the context of malware 
analysis. 

Sahay and Sharma’s work on “Grouping the Executables 
to Detect Malwares with High Accuracy” [21] presents 
a methodological approach to malware detection, 
emphasizing the importance of executable grouping for 
achieving high accuracy in identifying malicious code.

These research papers collectively contribute to the 
understanding of various methodologies and their 
effectiveness in the malware detection, showcasing 
both strengths and limitations in the application of NLP 
and machine learning techniques.

SYSTEM ARCHITECTURE
The working process detecting malware using NLP is 
shown in (Fig. 3.) The dataset is first chosen in order 
to train the NLP model. To train and test an NLP model 
at the data layer, this dataset is split into training and 
testing datasets. The training dataset is then given to a 
language model. Currently, Doc2Vec is the state-of-the-
art language model; it is trained on the entire document 
at once, typically using embeddings. In a similar vein, 
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Word2Vec uses transformers to train on the individual 
word bag. To capture the innate semantics of the 
material, standard Latent Semantic Indexing (LSI) is 
also available. These models are assessed using the 
testing dataset, which is not visible, and trained using 
the training dataset. Lastly, the clean and contaminated 
data are classified using a trained model. Based on a 
specific dataset or topic, the best-performing classifier 
is selected. These classifiers frequently employ deep 
learning and machine learning methods. Further results 
are evaluated by various evaluation matrix

Fig. 3: NLP Based Malware Detection Model

RESULT AND DISCUSSION
The (Table 1) presents a summary of notable 
research papers on malware detection, including the 
authors’ names, publication years, detection accuracy 
percentages, methods and techniques employed and 
limitations mentioned. The publication years of the 
papers range from 2018 to 2022, indicating recent 
developments in the field of malware detection. 
Detection accuracy percentages vary across the 
papers, with values ranging from 90% to 99.45%. This 
suggests that different methods and techniques have 
been effective to varying degrees in detecting malware. 
Various methods and techniques have been employed, 
including natural language processing (NLP), deep 
learning, CNN-LSTM, n-gram TF-IDF, and LSTM, 
indicating a diversity of approaches in the research.

The highest reported detection accuracy in the table 
is 99.45%, achieved by Khan et al. [6] using RNN, 
LSTM, and Bi-LSTM. This suggests that deep learning 
techniques have shown remarkable effectiveness in 
malware detection. Akhtar et al. [2] achieved a high 
accuracy of 99% using CNN-LSTM, indicating the 
success of convolutional and recurrent neural networks 
in real-time malware detection. Several papers, such as 
Mimura et al. [1], Zhang et al. [3], and Yeboah et al. 
[5], also achieved relatively high detection accuracy, 
demonstrating the potential of various NLP and deep 
learning techniques.

(Table 1) provides a comprehensive overview of various 
scholarly works related to malware detection using 
NLP, focusing on key aspects such as the publication 
reference, year, detection accuracy percentage, methods/
techniques employed, and identified limitations. Its 
offering insights into the evolution of malware detection 
strategies using NLP and their respective effectiveness.

Table 1: A comprehensive overview of various scholarly works

Reference Year Detection Accuracy 
(%)

Methods/Techniques Limitations

Mimura et al. [1] 2022 90 Printable Strings, 
BoG, WordToVect, 

LSI - TF-IDF

Packer Detection 
Precision, Imbalanced 

dataset, Limited 
training data

Akhtar et al. [2] 2022 99 CNN-LSTM Raw binary semantics 
not considered



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 124

Role of Natural Language Processing and Deep Learning in.............. Kundiya, et al

Zhang et al. [3] 2021 97 CNN-BiLSTM-
Attention

Focuses on Android 
environment

Karbab et al. [4] 2019 94 Bag-of-words (BoW) 
NLP

Performance affected 
by execution 
environment

Yeboah et al. [5] 2022 97 1D CNN Focuses on Android 
environment, requires 

constant updates
Khan et al. [6] 2022 99.45 RNN, LSTM, Bi-

LSTM
Focuses on IoT 

environment
Poudyal et al. [7] 2019 98.59 n-gram TF-IDF Could benefit 

from deep learning 
methods, more 
datasets needed

Garg et al. [8] 2019 93 Supervised learning 
using API Calls, RF 

feature selection

Only uses API calls, 
lacks unsupervised 

and semi-supervised 
techniques

Lu [9] 2019 98 LSTM Only uses opcodes
Kim [10] 2018 96 n-gram TF-IDF on 

System Calls
Only uses API System 

calls

CONCLUSION
In summary, the field of malware detection has greatly 
benefited from the integration of Natural Language 
Processing (NLP) techniques. NLP has proven to 
be a strong tool in the ongoing battle against cyber 
threats. NLP plays a vital role in malware detection by 
enabling the analysis of textual and code-based content 
associated with potential threats. Through techniques 
such as CBOW Model, TF-IDF, and Skip-gram, NLP 
helps extract meaningful features and patterns that 
aid in identifying malicious intent. It provides the 
capability to understand the context and semantics of 
textual data, which is crucial in recognizing both known 
and emerging malware variants. NLP empowers the 
detection of not only existing malware strains but also 
new and previously unseen threats. Its adaptability and 
ability to uncover subtle behavioral indicators make it 
an invaluable asset in proactively identifying evolving 
cyber threats. NLP-driven models can adapt to changing 
attack techniques and identify anomalies indicative 
of novel malware strains.The combination of NLP 
techniques with deep learning classifiers such as CNN, 
RNN, and LSTM has proven to be a good approach 
in malware detection. These synergistic combinations 

allow for the comprehensive analysis of diverse data 
sources, including opcode sequences, system calls, and 
binary representations. The fusion of NLP and deep 
learning enhances the accuracy and effectiveness of 
malware detection systems.

FUTURE WORK
There is need of cross-platform malware detection 
methods that can generalize across diverse 
environments, the integration of complementary 
techniques into unified frameworks, development of 
real-time detection systems with low latency, emphasis 
on feature extraction and selection, enhancement of 
interpretability in deep learning models, and robustness 
against evolving evasion techniques. We should also 
focus on addressing imbalanced datasets, ethical 
considerations, and standardized benchmarks for fair 
evaluations, along with strategies for automated model 
updates to adapt to emerging.

REFERENCES
1. Mimura, Mamoru, and Ryo Ito, Applying NLP 

techniques to malware detection in a practical 
environment. International Journal of Information 
Security, 21(2), 279-291. (2022).



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 125

Role of Natural Language Processing and Deep Learning in.............. Kundiya, et al

2. Akhtar, Muhammad Shoaib, and Tao Feng, Detection 
of malware by deep learning as CNN-LSTM machine 
learning techniques in real time. Symmetry, 14(11), 
2308. (2022).

3. Zhang, Nan, et al., Hybrid sequence‐based Android 
malware detection using natural language processing. 
International Journal of Intelligent Systems, 36(10), 
5770-5784. (2021).

4. Karbab, ElMouatez Billah, and Mourad Debbabi, 
MalDy: Portable, data-driven malware detection using 
natural language processing and machine learning 
techniques on behavioral analysis reports. Digital 
Investigation, 28, S77-S87. (2019).

5. Yeboah, Paul Ntim, and Haruna Balle Baz Musah,  NLP 
technique for malware detection using 1D CNN fusion 
model. Security and Communication Networks, (2022).

6. Khan, Abdur Rehman, et al., Exploring Lightweight 
Deep Learning Solution for Malware Detection in IoT 
Constraint Environment. Electronics, 11(24), 4147. 
(2022).

7. Poudyal, Subash, et al., A multi-level ransomware 
detection framework using natural language processing 
and machine learning. 14th International Conference 
on Malicious and Unwanted Software” MALCON. 
(2015).

8. Garg, Vidhi, and Rajesh Kumar Yadav, Malware 
detection based on API calls frequency. 2019 4th 
International Conference on Information Systems and 
Computer Networks (ISCON). IEEE. .(2019).

9. Lu, Renjie., Malware detection with LSTM using 
opcode language. arXiv preprint arXiv:1906.04593. 
(2019).

10. Kim, Chan Woo., Ntmaldetect: A machine learning 
approach to malware detection using native API system 
calls. arXiv preprint arXiv:1802.05412. (2018).

11. Jurafsky, Daniel, and Martin, James H., “Speech and 
Language Processing: An Introduction to Natural 
Language Processing, Computational Linguistics, and 
Speech Recognition.” Pearson, (2020).

12. Manning, Christopher D., and Schütze, Hinrich., 
“Foundations of Statistical Natural Language 
Processing.” MIT Press, (1999).

13. National Institute of Standards and Technology (NIST) 
Computer Security Resource Center. (https://csrc.nist.
gov/)

14. Ligh, Michael, et al., “Malware Analyst’s Cookbook: 
Tools and Techniques for Fighting Malicious Code.” 
Wiley, (2010).

15. The SANS Institute. (https://www.sans.org/)

16. Szor, Peter. “The Art of Computer Virus Research and 
Defense.” Pearson Education, (2005).

17. US-CERT (United States Computer Emergency 
Readiness Team). (https://www.us-cert.gov/)

18. Skoudis, Ed, and Lenny Zeltser., “Malware: Fighting 
Malicious Code.” Prentice Hall, (2004)

19. Kolter, J. Zico, and Maloof, Marcus A., “Learning to 
detect malicious executables in the wild.” Journal of 
Machine Learning Research 9 2721-2744. (2008):

20. Goldberg, Yoav. “Neural Network Methods for Natural 
Language Processing., “ Synthesis Lectures on Human 
Language Technologies, (2017).

21. Sahay, S.K.; Sharma, A., Grouping the Executables 
to Detect Malwares with High Accuracy. Procedia 
Comput. Sci., 78, 667–674. (2016)



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 126

Spam SMS Detection for Preventing Online Frauds using.............. Kundiya, et al

Spam SMS Detection for Preventing Online Frauds using     
Machine Learning Algorithms

Ketan Raju Kundiya*
Assistant Professor
VPM’s Maharshi Parshuram College of Engineering 
and PhD Student COEP Tech. University
Pune, Maharashtra
 ketanrkundiya@gmail.com

Yashodhara Haribhakta
Associate Professor

COEP Tech. University
Pune, Maharashtra

 ybl.comp@coeptech.ac.in

ABSTRACT
Dealing with internet fraud is a difficult task in the modern world, particularly in light of the increase in dubious 
Short Message Service (SMS) messages that include dangerous links. The goal of this research is to address this 
problem by utilizing machine learning (ML), particularly in the area of fraudulent SMS detection. These SMS 
includes lottery scams, fake offers, phishing links etc. This paper aims to study various machine learning algorithms 
to determine the best means of spotting spam and ham SMS message classification. SMS Spam Collection Dataset 
of UCI Machine Learning is used for examine the performance of ML algorithms. The results were evaluated 
using various algorithms, among which K-NN and Naive Bayes demonstrated 100% precision, with 90% and 97% 
accuracy, respectively. Random Forest and Support Vector Classifier gives highest accuracy rate of 97.58%.

KEYWORDS : Short message service, Machine learning, Naïve bayes, Random forest, Support vector Classifier.

INTRODUCTION

An rising number of people consider their mobile 
phones to be their constant companions. With 

millions of people sending messages daily and mobile 
devices becoming more widely used, Short Message 
Service (SMS) has grown to be a multi-million dollar 
commercial industry. The market for short message 
service (SMS) marketing was estimated to be worth 
USD 64.5 billion in 2021 and is expected to grow at a 
compound annual growth rate (CAGR) of 3.8% from 
2022 to USD 84.9 billion by 2027 [1]. But the drawback 
of the rise in mobile phones are drawing in an increasing 
number of unsolicited bulk messages, particularly in 
the form of lottery scams, fake offers, phishing links, 
advertisements. 

In the USA, the average number of spam messages 
received each month per individual rose by 15% in 2022 
compared to the previous year. A whopping 8.8 billion 
dollars was lost to various forms of fraud as a result of 
phone scams, which affected 68.4 million peoples [2]
[3].

SMS is a platform for communication that lets users 
send and receive brief text messages between mobile 
devices and fixed lines [4]. Even with its ease of use, 
unsolicited emails, or spam, continue to appear in our 
correspondence. Spammers spread these SMS spams, 
disguised as junk mail, to a wide audience in big 
quantities. Businesses usually use these spams to market 
and promote their goods and services. SMS spams are 
more than just advertisements; they are dangers to 
consumers’ privacy that can result in text-based fraud, 
identity theft, and phishing assaults [5]. 

Machine learning is becoming more and more popular 
in the research community for classification tasks. 
When it comes to accurately detecting or filtering spam 
characteristics inside SMS messages, the use of suitable 
machine learning techniques becomes imperative due 
to the SMS message corpus’s constant growth in size 
and complexity [6][7][8].

Therefore, the goal of this study is to use the best fitting 
machine learning method to address the problem of 
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SMS spam message identification with high precision 
and accuracy.

RELATED WORK
Content-based solutions employed in email spam 
filtering can be deployed to prevent the proliferation 
of mobile phone spams, given the similarities between 
SMS and email spam [10, 11]. Nevertheless, SMS 
spams differ from email spams in a few key ways, 
mostly because typical text messages are limited to 
140 characters [12]. As a result, there are a lot less 
features available for classifying SMS spam than 
there are for email spam. Because of these limitations, 
mobile phone spammers frequently use less formal 
language, acronyms, or idioms. Notwithstanding these 
distinctions, people may find SMS spams to be equally, 
if not more, annoying because they may have to pay 
for the messages they receive [5, 13, 14]. Recipients 
may suffer financial losses as a result. However, the 
purpose of sending spam email and SMS—is usually 
to advertise a business, pull pranks, or commit other 
fraudulent acts. It’s crucial to remember that SMS 
spams have a different format than email spams, with 
limitations on the quantity and arrangement of data 
because of the restricted character set (e.g., alphabets, 
integers, and symbols). SMS spams don’t have headers 
or headlines in their constrained feature presentation 
within text messages, in contrast to email spams [13].
Gupta, Suparna Das et al. [9] proposed spam detection 
techniques with use of TF-IDF vectorizer algorithm. It 
gives accuracy 95.9% for detecting SMS spam. It used 
all features of word that poses spam messages. Sjarif, 
Nilam Nur et al. [7] used Random Forest algorithm with 
TF-IDF vectorizer algorithm which outperforms other 
algorithms with accuracy 98.5%. 

K-Nearest Neighbour

The k-NN algorithm is a straightforward yet powerful 
classification technique. A data point is classified 
according to the feature space’s k nearest neighbors’ 
majority class. After calculating the distances between 
each training example and the data point, the algorithm 
chooses the k examples that are closest to the data point 
and assigns the majority class to it. K-NN is a flexible 
technique that is frequently used for pattern recognition 
and anomaly detection, although it is sensitive to 
outliers and necessitates careful tweaking of the k 

value. It provides a simple method for classifying tasks 
and is extensively used in many different fields, such 
as recommendation systems, picture recognition, and 
spam detection.

Training dataset with labeled examples:

 (1)

Where, xi is the feature vector of the i-th SMS and yi is 
its corresponding label (spam or ham)

 (2)

Where,

xtest is feature vector

d is the dimensionality of the feature vectors.

Naive Bayesian

A popular probabilistic classification approach for text 
categorization, including spam detection, is Naive Bayes. 
Based on the frequency of specific terms, it determines 
if a message is spam or not. Though it makes the 
“naive” assumption that features are independent of one 
another, it is computationally efficient and works well 
in practice. When it comes to spam SMS identification, 
Naive Bayes evaluates the chance that particular terms 
will appear in messages and uses posterior probabilities 
to classify messages. Its simplicity, effectiveness, and 
speed make it a popular choice for different natural 
language processing jobs, especially in email and text 
categorization.

    (3)

    (4)

Random Forest

The random forest algorithm, a prominent machine 
learning technique, is based on the decision tree 
concept. Increasing the number of decision trees in a 
forest increases the accuracy of detection. In order 
to construct individual trees, this approach uses the 
bootstrap technique, which involves randomly choosing 
features and samples with replacements. It determines 
which splitter among the chosen characteristics is most 
effective for categorization by using techniques similar 
to decision trees, such as information gain and gini 
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index. Until the algorithm generates the desired number 
of trees (n), this process is repeated. Every tree makes 
a prediction about the target value, and the algorithm 
counts the votes for each forecast, taking into account 
the target with the highest number of votes as the final 
prediction. Following expression represents the average 
prediction of N individual decision trees in the Random 
Forest.

    (5)

Support Vector Classifier

An effective supervised learning approach for 
regression and classification problems is the Support 
Vector Classifier (SVC). It operates by identifying 
the hyperplane that maximizes the margin and most 
effectively divides data points of various classes. SVC 
handles non-linear data through the application of kernel 
functions, mapping input data into higher-dimensional 
spaces. SVC provides robustness against outliers by 
locating support vectors, which are data points essential 
for determining the decision boundary. This technique 
works well in high-dimensional environments and 
exhibits adaptability in a variety of fields, such as text 
categorization and image recognition. SVC is widely 
used in machine learning because of its capacity to 
manage complex relationships and optimize decision 
bounds.

PROPOSED MODEL

In proposed methodology, shown in Fig. 1 Initially, SMS 
inputs are gathered for the purpose of preprocessing 
data, which involves cleaning and formatting the 
dataset. The next step is quantifying the significance 
of terms through feature extraction and selection using 
Term Frequency-Inverse Document Frequency (TF-
IDF). ML Classifiers K-Nearest Neighbors (KNN), 
Naive Bayes (NB), Random Forest (RF), and Support 
Vector Classifier (SVC), are employed for model 
building. The result indicates if an SMS is a ham or 
spam. The models are evaluated based on performance 
criteria such as accuracy, precision are utilized to assess 
the models’ effectiveness in combating online frauds.

Fig. 1: Proposed Architecture

Dataset

SMS Spam Collection Dataset of UCI Machine Learning 
is used for this research. This dataset includes spam and 
ham messages.The dataset was collected from Kaggle 
[15]. It includes a single collection of 5,574 English 
SMS messages that have been classified as either spam 
or ham (authentic). Authentic messages are labelled as 
“ham” and spam messages are labelled as“spam”.

Data Cleaning

In the data cleaning process unwanted columns were 
examined, and the final three (‘Unnamed: 2’, ‘Unnamed: 
3’, and ‘Unnamed: 4’) were eliminated. Next, the 
column names were changed to make more sense: “v1” 
became “target,” and “v2” became “text.” After that, 
duplicate and missing values were eliminated.

Text Preprocessing

A number of crucial actions were completed during 
the data preprocessing stage in order to improve the 
text data’s quality. Initially, every text was changed 
to lowercase to make the dataset consistent. After 
that, tokenization was done to separate phrases into 
their component words so that more analysis could be 
done. Stopwords, punctuation, and special characters 
were methodically eliminated, simplifying the text for 
insightful examination. The technique of stemming 
and lemmatization contributed to standardizing word 
forms, reducing inflected words to their base or root 
forms. Finally, stopwords had to be removed in order to 
concentrate on words that carried information. Together, 
these preprocessing procedures turned the unstructured 
material into a polished and organized format, setting 
the stage for reliable text analysis and machine learning 
applications.

Exploratory Data Analysis

Exploratory Data Analysis (EDA) involves in-depth 
analysis of the dataset, visualizing patterns, and 
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extracting insights to inform feature selection. It’s very 
crucial for selection of best classification model.

Fig. 2: Percentage of spam and ham sms

The pie chart in Fig 2 shows 87.37% ham and 12.63% 
spam SMS, reveals a significant data imbalance. It 
highlights the necessity for precision improvement 
and a reduction in False Positive Rates (FPR) in spam 
SMS detection. As imbalanced datasets can skew 
model performance metrics, addressing this imbalance 
becomes crucial for achieving more accurate and 
reliable results in identifying spam messages. 

Fig. 3: Word cloud for spam SMS

In above Fig.3, Word cloud spam SMS is represented 
by highlighted words such as “call”, “free,” “text,” and 
“mobil” etc. to highlight common spam indicators. 

Fig. 4: Word cloud for ham SMS

The above Fig. 4 shows word cloud of ham SMS by 
highlighting words such as “go,” “come,” “want,” 
“one,” and “need, etc. “ thereby exhibiting typical, non-
spam language patterns.

The following chart in Fig.5 & 6 shows the top 30 
terms in spam and ham SMS, providing information on 
common vocabulary differences.

Fig. 5: Top 30 spam words



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 130

Spam SMS Detection for Preventing Online Frauds using.............. Kundiya, et al

Fig. 6: Top 30 ham words

Feature Extraction and Selection

In order to detect spam SMS, one popular feature 
extraction method is TF-IDF (Term Frequency-Inverse 
Document Frequency) [7]. It evaluates a word’s 
significance in a document by taking into account both 
how frequently it appears in the document and how 
uncommonly it occurs throughout the dataset. Whereas 
IDF evaluates a term’s originality throughout the entire 
corpus, TF counts how frequently a term appears in 
a particular SMS. Higher weights are given to terms 
that are common inside a document but uncommon 
overall by the product of TF and IDF. By providing a 
numerical representation, machine learning algorithms 
are better able to discriminate between spam and non-
spam messages in SMS datasets. This helps identify 
important phrases.

   (6)

Where,

TF(t,d) is the Term Frequency of term t in document d.

IDF(t,D) is the Inverse Document Frequency of term t 
in the dataset D.

Due to the unbalanced data set, extracting new features 
is essential for strong model training. Adding features 
such as character, word, sentence count in each SMS 
improves model sensitivity and flexibility to different 
message formats, overcoming the data imbalance 
problem.

Fig. 7: Pair plot depicted relationship among character, 
word, sentence count in each SMS

Above Fig. 7 of pair plot shows the visualize 
relationships and identify outliers among character, 
word, and sentence counts in spam SMS detection. It 
also helps in exploring correlations and calculating 
coefficients for refined analytics.

Fig. 8: Heatmap shows correlation between target sms 
and character, word, sentence count

Examining the relationship between the target text and 
attributes like character, word, and sentence counts is 
essential in the context of spam identification. ‘num_
characters’ has a substantial connection of 0.38 with 
the target, according to the above Fig. 8 of heatmap 
and correlation matrix. To prevent multicollinearity 
problems, just ‘num_characters’ is chosen for model 
development.
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THE EVALUATION AND RESULTS
The spam SMS model was trained and tested using 
various ML models such as K-Nearest Neighbors, 
Naive Bayes, Random Forest, Support Vector Classifier, 
Extra Trees Classifier, Logistic Regression, Adaptive 
Boosting, Gradient Boosting Decision Trees, Bagging 
Classifier, and Decision Tree. The ratio in which we 
split the train and test dataset is 80:20. K-NN and 
Naive Bayes demonstrated 100% precision, with 90% 
and 97% accuracy, respectively. Random Forest and 
Support Vector Classifier gave the highest accuracy rate 
of 97.58%. Following table describes detailed analysis 
of performance evaluation of various ML algorithms
Table 1: Performance evaluation of various ML algortihms

Algorithm Accuracy Precision
KNN 0.90522 1.00000
NB 0.970989 1.00000
RF 0.975822 0.982906

SVC 0.975822 0.974790
ETC 0.974855 0.974576
LR 0.958414 0.970297

AdaBoost 0.960348 0.929204
GBDT 0.946809 0.919192
BgC 0.958414 0.868217
DT 0.930368 0.817308

Fig. 9: Evaluation measure of various ML algorithms

CONCLUSION AND FUTURE SCOPE
This research paper tackles the difficult problem of 
combating online fraud, concentrating on the rise in 
fraudulent Short Message Service (SMS) texts that 
contain harmful links. The aim is to utilize machine 

learning (ML) for the purpose of efficiently detecting 
fraudulent SMS messages, which include phishing 
URLs, false offers, and lottery scams. Our research 
assesses many machine learning (ML) algorithms using 
the SMS Spam Collection Dataset from UCI Machine 
Learning in order to identify the best approaches for 
categorizing spam and ham SMS messages. When 
training and testing with an 80-20 split of the data, 
K-NN and Naive Bayes both achieved 90% and 97% 
accuracy at 100%, respectively, indicating impressive 
precision. Interestingly, at 97.58%, Random Forest and 
Support Vector Classifier showed the best accuracy, 
demonstrating their efficacy in thwarting fake SMS 
messages. 

Future research can investigate deep learning, feature 
engineering, and advanced natural language processing. 
Real-time updates and collaborations with telecom 
providers improve the efficacy and adaptability of the 
system.
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ABSTRACT
This project proposes the development of an IoT-based agricultural robot equipped with multi-functional capabilities 
including seed sowing and grass cutting. The integration of IoT technology enables remote monitoring and control 
of the robot’s operations, enhancing efficiency and reducing labor requirements in agriculture. The robot is designed 
to navigate autonomously within the field, utilizing sensors for obstacle detection and GPS for precise positioning. 
Additionally, it incorporates machine learning algorithms to optimize its tasks based on environmental conditions 
and crop requirements. Through this innovative approach, the proposed agricultural robot aims to revolutionize 
farming practices by increasing productivity, reducing costs, and promoting sustainable agriculture.

KEYWORDS : Agricultural robot, Seed sowing, Grass cutting, IoT.
INTRODUCTION

In today’s rapidly evolving agricultural landscape, the 
integration of technology has become imperative to 

address challenges such as labor shortages, resource 
optimization, and increasing productivity demands. 
One promising solution is the development of IoT-based 
agricultural robots, designed to revolutionize farming 
practices through automation and smart functionalities.

This project aims to design and implement an 
innovative IoT-based agricultural robot equipped with 
multifunctional capabilities including seed sowing, 
grass cutting. By leveraging Internet of Things (IoT) 
technology, the robot will be capable of autonomous 
operation, real-time data monitoring, and remote 
control, enabling farmers to efficiently manage their 
crops with minimal manual intervention.

The integration of seed sowing functionality allows for 
precise and uniform distribution of seeds, optimizing 
crop growth and yield. Additionally, the pesticide 
spraying feature enables targeted application, reducing 

chemical usage and minimizing environmental impact. 
The inclusion of a sprinkler system ensures efficient 
irrigation management, while the grass cutting function 
helps in maintaining field hygiene and weed control.

Through this project, we aim to address key challenges 
faced by modern agriculture, including labor shortages, 
operational inefficiencies, and environmental 
sustainability. By providing farmers with an advanced 
tool for crop management, this IoT-based agricultural 
robot has the potential to enhance productivity, reduce 
operational costs, and promote sustainable farming 
practices in a rapidly changing agricultural landscape. 

Literature Review

The paper discusses the use of camera and machine 
vision-based systems in agriculture for seeding, 
weeding, and fertilizer spraying, which often incur 
high costs. It proposes a cost-effective and lightweight 
alternative that does not rely on expensive navigation 
equipment, making it advantageous for farmers. The 
system utilizes switches for crop selection, IR sensors 

Department of Electrical Engineering
VPM’s Maharshi Parshuram College of Engineering 

Velneshwar, Maharashtra
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The Agribot is an autonomous agricultural robot aimed 
at reducing farmer labour while improving work speed 
and The proposed system involves wheeled mobile 
robots, Master and Slave nodes, equipped with sensors 
for autonomous field navigation. The Master robot 
utilizes Raspberry Pi for weed detection via image 
processing and forms a sensor network using NRF 
Protocol. Slave robots join the network, sending data to 
the Master node. Image segmentation and edge detection 
distinguish weeds from crops. Feature extraction 
via Local Quinary Patterns (LQP) and Histogram of 
Oriented Gradients (HOG), followed by Artificial 
Neural Network (ANN) classification, enables precise 
weed detection. ANN comprises two hidden layers with 
40 neurons each, utilizing 160 extracted features for 
classification, accuracy. It conducts essential farming 
tasks such as ploughing, seeding, and soil covering. 
Controlled by a PSoC (Programmable System on Chip) 
controller from Cypress Semiconductor, USA, it offers 
optional switching for the ploughing system as needed.
[6]

The project focuses on designing a multipurpose 
agricultural robot capable of digging soil, levelling, 
and monitoring water levels. Controlled by a PIC 
microcontroller, it utilizes humidity and moisture 
sensors for environmental monitoring and employs 
Bluetooth for communication with farmers. The robot 
aims for hands-free operation and efficient agricultural 
tasks.[7]

Research in agricultural robotics has surged, focusing 
on tasks like weeding and harvesting due to labour 
shortages and rising costs. Challenges remain in speed 
and accuracy, with notable progress in fruit picking 
with technologies like SWEEPER. Multidisciplinary 
collaboration is vital, emphasizing sensor optimization 
and the development of simple manipulators and multi-
robot systems for automation.[8]

Agricultural robots are advancing to meet traditional 
farming needs, aiding in tasks from soil testing to 
fruit picking. They excel in weeding and harvesting, 
surpassing human efficiency. Multi-use platforms are 
developed, leveraging GPS and AI for navigation. 
The emerging robotic sector in agriculture offers 
job opportunities and attracts younger generations, 
promising increased production.[9]

for seed tank conditions and field detection, and DC 
motors for controlling the movement of mechanical 
parts for seeding operations. Power is supplied to the 
ARM7 board by a 9V battery and to the motors by a 
12V battery source [1]. 

The Agribot utilizes an ATmega2560 microcontroller 
programmed with Arduino to automate irrigation along 
the contour of a rectangular field. Soil moisture and 
temperature sensors collect data, processed by Arduino, 
and used to irrigate soil uniformly. Data is transmitted 
to ThingSpeak cloud via a P8266 module for analysis. 
The system focuses on filtering, prediction, and 
compressing raw data. It consists of sensing, control, 
and output sections, with YL-69 and LM35 sensors for 
soil moisture and temperature, respectively. Hardware 
includes H bridges for motor control, relays for pump 
operation, and solar panels with a boost converter for 
energy supply, regulated by LM7805.[2]

The paper introduces a smart agriculture concept 
utilizing IoT sensors for field monitoring. An agribot, 
controlled by an ARM processor, automates seed sowing 
and monitors environmental factors. Solar technology 
powers the system. AI sensors and IoT enable crop 
monitoring, with cloud-based analysis and SMS alerts 
for farmers.[3]

This paper highlights the significance of agriculture in 
Bangladesh and the challenges it faces due to climate 
change and population growth. It proposes an IoT-
based Smart Agriculture Robotic System to address 
these challenges. The system monitors various factors, 
activates devices accordingly,666 stores data in the 
cloud for analysis, and allows remote control via a 
mobile app, aiming to enhance agricultural productivity 
[4]

The AT89S52 microcontroller controls ploughing, 
seeding, levelling, and water spraying through motor 
drivers. L293D drivers control DC motors for each 
operation. The system, developed in hardware and 
software phases, interfaces with a Bluetooth module 
and is tested with a Bluetooth app. The prototype covers 
11.4m distance, moves at 5.2m/min, and lifts 150gm 
per 1cm[5]



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 135

IoT based Multipurpose Agricultural Robot Tulaskar, et al

Agricultural robots, including the milk bot in farming, 
are increasingly utilized in developing countries due 
to their wide-ranging benefits in various sectors like 
horticulture and environmental management. RV 
100 facilitates product transportation. As research 
and technology advance, robots are diversifying in 
agricultural operations, emphasizing the need for 
academic programs to incorporate robotics education 
for further development.[10]

The system utilizes sensors like moisture, gas, and 
humidity sensors, along with LED lights, to automate 
plant care in indoor farming. It activates pumps or 
sprinklers based on water and humidity levels, while 
the MQ135 sensor ensures air quality. An assistant 
robot facilitates remote monitoring, while a line 
follower robot enables real-time surveillance and tasks 
like fertilizer application. Autonomous operation and 
automatic robot recharging are key features, validated 
through prototypes and simulations.[11]

Advancements in farming integrate remote sensors, 
drones, and robotics, fuelled by IoT connectivity 
for farm automation. Research focuses on task 
segmentation for robotic efficiency and AI-driven 
decision-making. Material science innovations propose 
carbon nanotube-based drones for energy efficiency. 
Smart farming encompasses precision agriculture and 
climate control, relying on robotics, IoT, and AI for 
increased productivity.[12]

PROPOSED SYSTEM

The envisioned system is dedicated to crafting a 
versatile agricultural robot with an integrated irrigation 
mechanism, designed to execute various essential tasks 
including ploughing, seeding, and soil levelling. This 
multipurpose agricultural robot facilitates seamless 
control over these three functions: soil excavation, 
precise seed deposition, and ground levelling for 
optimal planting conditions, while incorporating a 
water spraying feature for irrigation purposes. Notably, 
the system aims to maintain cost-effectiveness by 
minimizing accessory changes, achieved through 
seamless Bluetooth connectivity. The proposed 

model’s block diagram, depicted in Figure 1, illustrates 
the interconnected components orchestrating these 
functionalities to enhance agricultural efficiency and 
productivity. 

Fig 1 : Block diagram of IOT based multipurpose 
agricultural robot

When structuring the design, we meticulously consider 
both the environmental conditions and the functional 
requirements. The rotor body, serving as the seed 
dispersal outlet, forms the second crucial element. 
Utilizing CAD programming, the base component, 
robot body, digger and mid van are meticulously 
crafted. The base component features an aperture atop, 
facilitating seed loading, which seamlessly integrates 
with the framework. The rotor body incorporates an 
extendable cylinder, enabling precise seed release onto 
the designated area, as illustrated in Figure 2.

(a)
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One end of the frame hosts a cultivator driven by 
another DC motor for soil excavation. Seed distribution 
is achieved through a drilled shaft linked to the soil 
processing mechanism. A leveller closes the seeds, 
while a water pump sprayer irrigates the field. Control 
of the entire operation, including ploughing, seeding, 
and irrigation, is facilitated via Bluetooth technology 
from a smartphone. At the core of this system lies a 
NODEMCU ESP8266, which interfaces with Bluetooth 
modules, DC motors and motor driver L298D to 
execute various tasks such as ploughing, seeding, 
levelling, and water spraying. Commands sent from the 
smartphone via Bluetooth direct the robot’s movements 
in four directions: forward, backward, right, and left. 
The NODEMCU ESP8266 interprets these commands 
to perform specific functions in the field.

Fig. 3. Simulation of agricultural robot

From Fig 3. Shows the simulation results of the 
agricultural robot. The entire circuit is controlled by 
NODEMCU ESP8266. 12V dc supply is provided to 
the circuit. Motor driver L298D is used to control the 
motor rotations to left and right. The robot is controlled 
through Wi-Fi of android connected to the NODEMCU 
ESP8266. When the robot operates the and signals are 
given the digger operates following the spraying of 
water and then the seed gets placed through seed hopper. 
Similarly, the grass cutting operation also takes place.

CONCLUSION
The conclusion of an IoT-based multipurpose 
agricultural robot with seed sowing, water spraying, and 
grass cutting capabilities would highlight its potential 
to revolutionize farming practices. By integrating IoT 
technology, the robot can offer real-time monitoring 
and control, optimizing resource usage and improving 

(b)
Fig. 2. (a) Front view and (b) Top view of construction of 
multipurpose agricultural robot

METHODOLOGY
Designing an agriculture robot with seed sowing, water 
spraying, and grass cutting functionalities, all integrated 
with IoT, involves a multi-faceted methodology. Firstly, 
comprehensive research into existing agricultural 
practices, crop types, and soil conditions is crucial to 
inform the robot’s design parameters. This involves 
understanding the specific requirements for seed 
sowing depth, water dispersion rates, and grass cutting 
heights. Next, the hardware components, such as robotic 
arms for seed sowing and grass cutting mechanisms, 
need to be selected or custom-designed to meet the 
requirements. These components would be integrated 
with IoT sensors for real-time monitoring of soil 
moisture levels, weather conditions, and crop growth 
stages. Additionally, the robot’s control system would 
be programmed to adjust seeding, spraying, and cutting 
actions based on data received from the IoT sensors. 
Field testing and iterative refinement would be essential 
to validate the robot’s performance and optimize its 
efficiency in various agricultural settings. Finally, user-
friendly interfaces for farmers to interact with the robot, 
either through a mobile app or web dashboard, would 
enhance usability and ensure seamless integration into 
existing farming practices.

The robotic system relies entirely on a 12V battery to 
function. It features a base frame equipped with four 
wheels connected to four arms powered by a DC motor. 
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efficiency. Additionally, its multifunctionality 
streamlines agricu3ltural tasks, reducing labour 
requirements and enhancing productivity. Overall, such 
a robot holds promise for increasing agricultural yield, 
promoting sustainability, and addressing the challenges 
faced by modern farming practices. Continued research 
and development in this field could lead to further 
advancements and widespread adoption of IoT-enabled 
agricultural robotics.
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ABSTRACT
An Abstract is regarding on Electricity Generation Using Piezo Material, Since Our Growing Countries there 
is Excessive Demand for Power there is need for Power in Every Situation whether the Commercial Sector, 
Industrial Sector or it in Residential in Transportation Sector There is Huge Demand for Power and Electricity for 
Human. Due to Excessive Power Consumption the is Maximum Demand for Power hence we had found power 
Generation by Train only as Our Most of Metropolitan City have Local Train There is Excessive Demand for 
Power continuously for 24x7 Hours. So today in our Project We Going to show Train Being Generate an Electricity 
using Piezo Material and even we going to show how Automatic Braking System is implemented in Train Using 
Electromagnetic Braking with Sensors.

KEYWORDS : Piezoelectric sensor, Rack and pinion mechanism, Toy train (demo model), Electromagnetism,

Electromagnetic sensor, Battery & multimeter.

INTRODUCTION

This Introduction Show there is Track with Toy Train 
there is Wooden Block is Present for Support for 

our Track and In Between Piezo Plate is Placed as the 
Track had Flat bottom Surface so we required wooden 
support for track and Piezo electric plate Generate an 
Electricity. The Main Goal in this project is Electricity 
Generation by Train using Piezo Material under using 
an Mechanism as were mechanism been rolled on due 
to compressive force such could generate an electricity 
from piezo as well as generator

LITERATURE REVIEW
The Paper Titled “Railway Obstacle Detection and 
Power Storage” has been Proposed by S.Komalachitra, 
Bhargavi.S, Devika.R, Kumuthavalli.S, M.S.Narayani. 
This Strategy proposed at level crossings have image 
processing techniques been applied for obstacle 
identification. In different respects, identified by 
ultrasonic sensors that are connected to an 8051 
microcontroller. The sensor heads send out ultrasonic 
waves, and the microcontroller receives the waves back 

reflected from the item. The effectiveness of it varies 
with the distance at which the rays are reflected. It has 
the ability to regulate the train’s motion with the use of 
ultrasonic signals. The train is also using solar, wind, 
and other energy sources to harvest electricity. They are 
totally reliant on the weather.

The Paper Titled “Energy Harvesting from Human 
Walking to Power Biomedical Devices Using 
Oscillating Generation” has been proposed byJose 
A. Montoya, Dulce M. Mariscal and Edwar Romero. 
This Strategy at It is possible to gather energy for use 
in biomedical applications by using the alternating 
and rhythmic motion of limbs during movement. For 
example, wristwatches have been powered by body 
motion for many years. While studies have examined 
the possibility of using commercial electric wristwatch 
generators to power pacemakers

PROPOSED METHODOLOGY
In our Project we had discuss Piezoelectric this is used 
for Power Generation in our concept we going to use 
Disc (Round type) Piezoelectric Material for following 
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Tendon Potassium Niobate 
(KNbO3)

Silk Lead Titanate

INTRODUCTION TO MECHANISM
In this Mechanism there is presence of two Rack have 
a height of 7.2cm.the Axle Length is 7.5cm. the larger 
Wheel had Diameter is 3.8cm and smaller Pinion 
Diameter is 1.8cm the similarly other side is also 
there with same Mechanism below its had one Spring 
which enclosed with that rack so the rack can act as 
the holder for that spring. When the rack comes along 
with reciprocating motion it create Piezo-electric effect. 
There is presence of one wooden Block Holder the size 
will been as shown in figure no.01the thickness of that 
block is about 1 mm.

Fig 2. Working Mechanism

Working of Mechanism

1. In the Working there is presence of wooden Block 
about 1m distance apart there is piezoelectric plate 

Is mounted with rack and pinion mechanism. The axle 
shaft is provided with support for our train 

Track

2. When the train roles on the track as it passes in 
between the wooden support due to weight of train 

Acting on the track the track gets deflect as were the 
mechanism which mounted in between the two Wooden 
support it gets into the motion.

Specification given below

Fig. 1. Piezoelectric Sesnsor

Piezoelectric Sensor Pin Configuration

Pin Name Description

Outer Circle This Gives Negative Output Voltage.

Inner Circle This gives Positive Output Voltage.

Piezoelectric Effect

The piezoelectric effect was discovered by Pierre Curie 
in 1880, but industrial sensing applications didn’t begin 
to use it until 1950. The mechanical stress is converted 
into an electric charge by a piezoelectric sensor, which 
produces AC as the output.

A piezoelectric material’s capacity to transform 
mechanical stress into electrical charge is known as its 
piezoelectric effect. The Greek word “piezein,” which 
meaning to push, press, and squeeze, is where the word 
“piezoelectric” originates. Because the piezoelectric 
effect is reversible, an electrical charge is produced 
at the output when mechanical stress is applied to 
the piezoelectric material. Similar to how the sensor 
stretches or compresses when we apply an electrical 
charge to it.

Piezoelectric Material Available

Natural Piezoelectric 
Material

Synthetic Piezoelectric 
Material

Quartz Lead Zinconate 
Titanate(PZT)

Rochelle Salt Zinc Oxide(ZnO)
Topaz Barium Titanate
TB-1 Piezoelectric Ceramics 

Barium Titanate
TBK-3 Calcium Barium Titanate
Sucrose Gallium Orthophosphate 

(GaPO4)
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3. The rack comes into the reciprocating motion and the 
larger pinion gets into the rotary motion as there 

Is presence of intermediate contact between the rack 
and larger pinion. There is presence of 

Intermediate contact between the larger pinion and 
smaller pinion so smaller pinion also rotates

4. Let’s see the motion transmission system in this 
mechanism when rack comes under reciprocating

Motion in Fig 2.1 as when track deflects due to 
downward motion of rack due to intermediate contact

For rackwith larger pinion starts rotating in clockwise 
direction whereas smaller pinion rotates in 

Anticlockwise Direction.

5. With the smaller pinion small A.C. Generator is 
mutually coupled with coupling and A.C. generator 

Produces an A.C. Electricity which were stored at inside 
the battery.(Refer Fig 1.3)

6. When the Rack deflects into reciprocating motion as 
there is presence of smaller shaft at were spring 

Is mounted in it’s as that smaller shaft like structure 
provide apply downward force on piezoelectric 

Plates as the plate produces an A.C. electricity. Thus, 
this electricity was stored into battery.

7. When there is not available sufficient light the sensor 
detects the photo rays and supply current from 

Battery Towards to fan and tube light for railways 
station

8. During the night there is not sufficient light available 
in surrounding as photo sensor detects the light 

Signal and turns on the light, fans, tube light and 
signaling units for train.

9. The same mechanism is also we going to use in 
railway station platform for electricity generation.

10. Due to excessive need of electricity in railways 
station platform for Day/Night due to presence of this  

Mechanism our maximum amount of electricity is been 
stored inside the battery for required Consumption

Introduction to Automated Electromagnetic Braking 
System

In Electromagnetic Braking system there is presence of 
two sensors at start and end of train. When the train comes 
meets contact with sensor 1 it’s activate electromagnetic 
system thus the sensor gets activated and train comes to 
tends in rest condition thus after certain period sensor 2 
get deactivate the electromagnetic braking system. The 
train again comes under m

Working of Electromagnetic system 

1. In Electromagnetic Braking System there are two 
sensors is mounted on the track where it detects train 
motion. When train comes indirect contact with sensor1 
it activates electromagnetic braking system which also 
runs by battery. 

2. Electromagnet brakes activate train braking system 
and comes under train with rest condition as   

Where the sensor 2 (timer circuit) gets activated. 

3. The certain periodical time interval sensor 2 
deactivated and train again comes under motion  
Condition

RESULTS

Fig. 3 Result

In Above observation we founded that electricity is 
being produce piezo material were made from Rochelle 
Salt(Round disc type). So due to tapping on that disc its 
kindly produce 693mV

Current with a single plate as we going to connect in 
series form with two or more number of plate it will 
generate maximum output in form of voltage and 
current.
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2. U.S. patent application Ser. No. 10/033,172, filed on Dec. 
26, 2001, and entitled “HYBRID ENERGY POWER 
MANAGEMENT SYSTEM AND METHOD”

3. U.S. patent application Ser. No. 10/033,347, filed 
on Dec. 26, 2001, and entitled “HYBRID ENERGY 
LOCOMOTIVE ELECTRICAL POWER STORAGE 
SYSTEM”

4. U.S. patent application Ser. No. 10/032,714, filed on 
Dec. 26, 2001, and entitled “LOCOMOTIVE ENERGY 
TENDER”. 

5. G. Feltrin, “Wireless sensor networks: A monitoring 
tool for improving remaining lifetime estimation,” 
in Civil Struct. Health Monitoring Workshop, Berlin, 
Germany, 2012, pp. 1–8.

7. Wikipedia: http://www.wikipedia.com

8. h t t p s : / / c o m p o n e n t s 1 0 1 . c o m / s e n s o r s /
piezoelectricsensor

CONCLUSION 
In this work we are concluded that due to parallel or 
series based circuit using of piezoelectric plate produces 
an energy which can been stored in batteries for further 
usage or any application purposes resultant to saving of 
cost of electricity consumption in day to day life. Also 
the generator were used in mechanism as shown in fig 
2.1 also used for electricity generation.

In Automated Electromagnetic Braking system tends 
to avoid an accidental or instant braking for train were 
leads to avoid an accidents in Train.
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ABSTRACT
In 1953 Barker proposed biphase sequences that can be used in telecommunications for synchronization purposes. 
If all the correlation sidelobes are less or equal to one such sequences are called generalized Barker sequences 
and these sequences have wide applications in pulse compression radar systems. Sidelobes reduction technique is 
proposed in this paper that reduces peak sidelobes (PSL) of the Frank codes equal to one. Therefore, these sequences 
are referred as Frank polyphase Barker sequences. Additionally, both sides of the mainlobe, zero sidelobe regions 
appear which is useful for the detection and tracking of targets in dense target environment.

KEYWORDS : Frank codes, Barker Codes, Autocorrelation, Pulse compression, Matched filter.

INTRODUCTION

Correlation sidelobes along with the peak lobe (i.e. 
target position) at matched filter output is the 

main drawback of the pulse compression sequences. 
Such high sidelobes mask the weak target and prevent 
their detection in general. Major focus of the radar 
signal designers is to search the sequences which 
exhibit low correlation sidelobes. In 1953 Barker 
[1] proposed biphase sequences that can be used in 
telecommunications for synchronization purposes 
and have ideal sidelobe level that is equal to one, but 
such codes are available only up to length 13. Barkers 
codes of length 13 are not sufficient to achieve high 
range resolution due to its low compression ratio. 
The compression ratio of biphase codes or polyphase 
codes is equal to the sequence length. To achieve high 
resolution in range for separating closely spaced targets, 
large sequence length codes with good autocorrelation 
properties are required.  Due to phase restrictions 
in biphase codes (i.e. either 00 or 1800) achieving 
very low sidelobes is a challenging task. Polyphase 
sequences are the another option to design the codes that 

can produce low sidelobes. In this context,  Polyphase 
Barker sequences  are the  polyphase sequences with 
peak sidelobe level less than or equal to one are called 
generalized polyphase Barker sequences. There are no 
systematic approaches available in open literature for 
constructing polyphase Barker sequences. However, 
global optimization techniques are used to construct 
generalized Barker sequences.  Examples of such 
sequences were found for all N ≤ 63 [2–6]. Some other 
researchers also optimizes polyphase Barker sequences 
by using modified simulated annealing algorithm [7-8]. 
In open literature, many approaches are available for 
the reduction of sidelobes of polyphase codes [9-12]. 
There is no such approach which directly reduces the 
sidelobe level to a known a value that is less than or 
equal to one. This paper proposes the design procedure 
of polyphase sequences which which are derived from 
the Frank codes and has sidelobe level less than or equal 
to one. Therefore, these codes are referred as “Frank 
Polyphase Barker Codes”. Section 2 gives the brief 
discussion about the polyphase Frank code. Section 3 
explains the proposed method. Discussion of the results 
is given in section 4 and section 5 is the conclusions.
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received signal is noise free. Let Si is the sequence 
transmitted by radar
Si = [ s1, s2, s3 …. sN]    (6)
The auto-correlation output is given by:

  (7)
The ultimate goal of the signal design is to control 
the sidelobe level and that can be measured by PSL. 
Mathematically PSL is calculated in dB by using the 
equation (8):

  (8)
where R(i) represent the peak sidelobe of autocorrelation 
function. 
In next section, proposed method for achieving PSL 
equal to one is explained. 
PROPOSED METHOD
This paper presents a simple method that reduces the 
peak sidelobes at the output of a pulse compression 
filter equal to one. In proposed method,  Frank sequence 
and one-bit shifted Frank sequences are multiplied by 
square root of 0.5 and then subtracted in a substractor 
block. The subractor block output is fed to the pulse 
compression filter that is matched filter, which is shown 
in Fig.1.  The results obtained clearly shows that peak 
sidelobe level decreases to one.

Fig. 1. Block Diagram of Proposed Method

SIMULATION RESULTS ANALYSIS
This paper is focused on peak sidelobe suppression of 
Frank codes. One bit shifted Frank code is subtracted 
from the original version of Frank code as shown in 
Fig.1. From the Figs. 2 and 4 it can be clearly observed 
that the peak sidelobe levels of proposed Frank codes 
for lengths N = 16 and 36 are 1, which is satisfying 
the condition of Barker codes.  Additionally, Figures 3 
and 5 are showing the sidelobe level in dB scale which 

FRANK POLYPHASE CODE
The digital form of LFM or the codes obtained from 
quadratic phase shift representation or phase shift that 
is exhibited by digital form of LFM, generate the Frank 
codes for perfect square length.  These codes can be 
designed only for the length N = P2. Let the sequence of 
elements of Frank codes Si (1 ≤ i ≤ N) can be given as: 
S(i-1)L+j = exp (jφi, j), where i and j varies from 1 to P. To 
obtain the value of φi,j that is the phase elements of the 
matrix is given as:

   (1)
The PxP matrix is generally used to represent the Frank 
codes. The phases of the P×P matrix are given by:

  (2)
With the help of  the above matrix, one can design the 
Frank codes having four phases that is each element of 
the matrix is multiplied by (2π/4 = π/2) and this will 
give the phase angle of each subpulse. For example, by 
taking the value of  P = 4, that will produce the phase 
matrix for length N = P2.  The phase of each element 
will be derived by multiplying the P x P matrix by  Δφ, 
where Δφ = π/2. The phase matrix is given in eq. (3)

    (3)
And in the j notation it is represented by equation (4)

    (4)
The final sequence of 16 element Frank code is: 
S16 = {1,1,1,1,1,j,-1,-j,1,-1,1,-1,1,-j,-1,j}             (5)
Autocorrelation Function (ACF)
The radar receiver uses the matched filter to improve the 
peak signal to average noise ratio which is a correlator. 
In other words the output of the correlator is the auto-
correlation between the replica of transmit signal and 
the reflected signal from the target. It is assumed that 
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verify that the suppression level is 20 log(1/N). Figs. 6 
and 7 depict the ACF of original Frank sequence and 
polyphase Barker Frank sequence (Proposed Codes) 
respectively. From the comparison one can observe 
that the sidelobe suppression in case of proposed 
code is -60.21 whereas for original Frank code it is 
only -40.2 dB. Table-1 represents the PSL for various 
lengths of Proposed Frank polyphase Barker sequences 
varying from 16 to 2025. It can be clearly observed 
that the sidelobe suppression capability of the proposed 
technique is 20 log10(1/N), N being the length of Frank 
polyphase Barker sequence. 

Fig. 2. ACF of  Frank Barker code N= 16

Fig. 3. ACF of Frank Barker code N = 16 in dB 

Fig.  4.  ACF of Frank Barker code N= 36

Fig.  5.  ACF of Frank Barker code N= 36 in dB 

Fig.  6.  ACF of Original Frank code N= 1024

Fig.  7.  ACF of Frank Barker code N= 1024 

Table 1.

S. No. Length of Code (N) PSL of Proposed Frank 
Polyphase Codes (dB)

1 16 -24.08
2 25 -26.99
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3 36 -31.13
4 49 -33.34
5 64 -36.12
6 81 -37.90
7 100 -40.00
8 144 -43.17
9 196 -45.85
10 324 -50.04
11 400 -52.04
12 484 -53.70
13 625 -55.88
14 900 -59.08
15 1024 -60.21
16 2025 -66.12

CONCLUSIONS 
 Frank codes are widely used polyphase codes for radar 
communication systems. Such pulse compression codes 
are used to achieve high range resolution and improve 
the signal to noise ratio (SNR) at the output of radar 
receiver. To detect small targets which are closely 
spaced with large target, the correlation sidelobes 
must be low. In Frank codes the sidelobes suppression 
is approximately -40.20 dB for the length N=1024 
whereas by the proposed method it is suppressed to a 
level -60.21 dB which equal to 20 log (1/1024). This 
improvement in sidelobe supression is approximately 
20 dB. It can also be notices from Figures 3 and 5 that 
the proposed Frank Barker codes exhibit a clear area 
near the mainlobe which is desirable in case of detecting 
and imaging the targets.
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ABSTRACT
In case of conventional radars using the power oscillators such as magnetrons, coherence pulse compression 
cannot be achieved. Therefore, non-coherence pulse compression (NCPC) is used to detect and resolve closely 
spaced targets. This technique takes the advantages of square law detector in place of phase detector for detection 
of the received signal. This paper discusses about the periodic waveforms with higher energy efficiency which are 
most suitable for NCPC radar systems.
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INTRODUCTION

In the design of radar signal, the concept presented by 
Woodward, plays significant role [1].  The basic idea 

is to obtain energy required for detection at the desired 
range is achieved by using a wide pulse and once 
detection requirements are met, resolution in range which 
is equal to short pulse can be obtained by increasing 
the bandwidth of transmitted pulse. To achieve high 
bandwidth, the transmitted pulse is to be modulated 
by using either phase or frequency coding. This new 
concept of signal design for radar applications is called 
pulse compression [2-5]. The first and widely used 
modulation technique is Linear Frequency Modulation 
(LFM). When the transmitted pulse is modulated, the 
range resolution becomes independent of pulse duration 
rather it is inversely proportional to the bandwidth B. 
This wide bandwidth is achieved by sweeping the 
frequency linearly for the duration of the pulse ‘τ’. Wide 
bandwidth can also be obtained by changing the phases 
of the transmitted pulse. Some of the popular frequency 
coded waveforms used in radar are discrete frequency 
coding (DFC), Linear FM, Non-linear FM, stepped 
LFM etc. Whereas biphase codes and polyphase codes 
are the examples of phase coding techniques. Biphase 
codes are like Barker codes, m-sequences, minimum 
peak sidelobe sequences. Frank codes, P1, P2, P3, P4 

codes are well known polyphase codes. Because of the 
simplicity in generation and implementation, biphase 
codes are preferred. To Achieve high resolution in range, 
received pulse must be compressed at the matched filter 
output and this can be achieved in two ways that is 
either by Coherent Pulse Compression (CPC), which is 
based on phase detection or using square law detector 
based on intensity of the received signal known as Non 
Coherent Pulse Compression. The advantage of biphase 
code is it can be used for both compression techniques. 
This paper proposes the NCPC codes which has higher 
energy efficiency and easy to implement in non-coherent 
systems.  

PHASE CODED  WAVEFORMS
In phase-coding technique the entire transmitted pulse 
having duration ‘τ’ is equally divided in N sub-pulses. 
This gives the duration of each sub-pulse equal to tB = 
τ/N. For achieving the desired bandwidth, each subpulse 
is coded in phase either either 00 or 180° keeping the 
frequency of the each sub-pulse constant. The order 
of the switching of each sub-pulse must be selected 
in such a way that the peak sidelobes (PSL) at the 
receiver output must be low.  The radar of the receiver 
uses matched filter which gives the output as auto-
correlation or cross-correlation of received and replica 
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First to understand the aperiodic signal efficiency, 
consider Barker Manchester codes let it represented by 
‘a’.  Its reference signal which is denoted as ‘b’ is derived 
from the transmitted signal.  In case of Manchester 
coding, calculation of reference signal is easy and can 
be derived simply by substituting ‘-1s’ in place of ‘0s’. 
The mismatch filter’s output which is depicted in Fig. 
2 is referred as cross-correlation between ‘a’ & ‘b’.  To 
convert 13 bit Barker code in Manchester code, replace 
1 with 10 and -1 with 01 which doubles the length of 
the code. 

a = [1 1 1 1 1 -1 -1 1 1 -1 1 -1 1] = [10 10 10 10 10 01 
01 10 10 01 10 01 10]     (1)

and its reference signal is represented by replacing ‘0’ 
with ‘-1’ and given as:

b = [1-1 1-1 1-1 1-1 1-1 -11 -11 1-1 1-1 -11 1-1 -11 
1-1].      (2)

     (3)

Equation (3) gives the cross-correlation between ‘a’ 
and ‘b’.  Cross-correlation of sequences (1) and (2) are 
shown in Fig.2.

Fig.2. Cross-correlation function of Barker Manchester 
code N = 26

of the transmitted signals. The compression ratio (CR) 
of phase coded waveforms is equal to N that is number 
of sub-pulses N = τ/tB. The matched filter output is a 
narrow peak (mainlobe) of duration tB and magnitude is 
N. The remaining output peaks extended from –τ to +τ 
(τ ≠ 0) are known as “sidelobes”, which are undesired 
and inevitable. To avoid the masking of small targets in 
the vicinity of large target, low sidelobes are desired. In 
other words, optimum waveform exhibits low PSL at the 
receiver output.  When biphase codes are implemented 
in NCPC systems, the phase of the received signal is 
not important as it works on the principle of intensity of 
the received signal, which is shown in Fig.1. NCPC is 
explained in next section.  

NON COHERENT PULSE COMPRESSION 
(NCPC) 
The technique, which is referred as non-coherent pulse 
compression was suggested by N. Levanon [6-8]. 
This technique can be utilized where system is using 
the transmitting device such as magnetron or in laser 
communication where it is difficult to retain the phase 
and randomly the phases of sub-pulses are accepted. 
Some of the advantages of NCPC technique are 
discussed in [9]. The basic concept is where transmitter 
is either ‘ON’ or ‘OFF’ {i.e. 1 or 0} and also termed as 
on-off keying (OOK) signals. The radar systems using 
the devices like magnetrons, coherent pulse compression 
cam not be applied to these systems. However, NCPC 
technique can be successfully used. Block diagram that 
gives the concept of NCPC is shown in Fig. 1. The 
basic difference in NCPC compared to Coherent pulse 
compression is two valued reference signal, which is 
derived from the transmitted sequence {1,−β}. 

Fig. 1. Basic Blocks of NCPC system
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The sequences that exhibit lowest periodic 
autocorrelation are M-sequences, which is equal 
to  |rii(τ ≠ 0) = -1|.  Binary M-sequences, which are 
generally represented by ±1 and length of the sequence 
equal to N, gives constant sidelobes value equal to -1, 
and mainlobe magnitude is N in their periodic auto-
correlation.

PERIODIC WAVE-FORMS

Periodic Biphase Codes

This section discusses about the periodic biphase codes 
that can be used for NCPC systems. The property of 
the m-sequences that can be exploited for coherent 
processor applications is that the periodic sidelobes are 
constant and equal to -1 and magnitude of peak lobe is 
N, which is given in Eq. (4):

  (4)

When these sequences are applied to NCPC systems, 
all -1’s are replaced with zeros because NCPC system 
is either ON or OFF. Therefore due to more number of 
zeros in transmitted signal the efficiency approaches 
50% when m-sequence length is very large. As shown 
in Fig.3, the peak value of the mainlobe is 4 whereas the 
sequence length N=7. This reduction in mainlobe is due 
to less number of 1’s in transmission signal. As there are 
only 4 1,s in transmitted signal hence energy efficiency 
is 57.14%. Less number of 1’s reduces the duty cycle of 
transmitted pulse and hence reduced energy efficiency. 

The efficiency denoted by (η) of the signal can be given 
by:

   (5)

Improved duty cycle can be achieved by using the 
sequences which have less number of zeros & more 
number of 1’s and such sequences must have the 
property of perfect periodic auto-correlation. The 
ternary m-sequences which demonstrate above 
mentioned properties are discussed in next section.

Fig. 3.  Periodic Cross-correlation of m-sequence, N=7

Sig: [1 1 1 0 1 0 0];    Reference: [1 1 1 -1 1 -1-1]

Perfect Ternary m-Sequences

This section presents the design of multilevel 
m-sequences by using the anti-symmetric property [10], 
and based on the study it was found that these sequences 
hold good for  coherent and non-coherent applications. 

(i) Anti-symmetric property: For every ‘p’ prime, (p > 2) 
the even length m-sequence is always anti-symmetric, it 
means that the second half part of the of the even length 
sequence is same as the modulo(p)complement offirst 
half.This can be observed from the sequence shown 
for length N= 26 in table-1. In mathematical terms, the 
second half of a p-level m-sequence signal s(t) is given 
by: 

s(t)  = - s(t + (1/2)Ntb)    (6)

where ‘tb’ is the clock-pulse period or bit duration, 
and N represent the m-sequence length. The improved 
energy efficiency of ternary sequences for lengths 13, 
26 and 121are shown in Table-1. The value of β in 
reference signal can be calculated by using Eq. (7) for 
odd sequence length. 

    (7)

where N = Sequence length and N is odd positive 
integer; M = total number of 0’s  in sequence.

Fig. 4. Cross-correlation Function of Ternary m-sequence 
N=121 (Non-coherent processing)
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CONCLUSION
ON-OFF Keying modulation is preferred in radars or 
radar like system where coherent processing can not be 
implemented. the Non-coherent pulse compression uses 
square law detector in receiver and such systems work 
on intensity of the echo signal. Aperiodic on–off pulse 
sequence for NCPC processor using Manchester coded 
waveform of Barker code is presented. Two major 
drawbacks of the Manchester coding are (i) two negative 
peaks which are appearing close to the mainlobe (ii) 
energy efficiency which is equal to 50%. In case of 
binary m-sequences the energy efficiency approaches 
50% as the length of the sequence increases. Perfect 
periodic ternary m-sequences are proposed for non-
coherent pulse compression which has higher energy 
efficiency. Another advantage of proposed sequences 
is that these sequences can be used simultaneously for 
coherent as well as NCPC applications.
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ABSTRACT
The main goal of IOT based Surveillance Robot is to design and develop a surveillance robot that is capable of 
being used for rescue and spying in military operations. It is known that humans cannot venture into hazardous/
disaster-affected places as it can be life threatening and hence robots are required where human intervention is 
nearly impossible. The proposed system employs a network of smart sensors and cameras mounted on a mobile 
robotic platform, enabling real-time data collection and analysis. The robot acts as a surveillance device to catch the 
trespasser surrounding information before the trespasser attacks the soldiers. Wireless surveillance robots can help 
to prevent the endangerment of humans or animals.  The IOT based surveillance robot offers increased flexibility 
and efficiency in monitoring diverse environment, contributing to improved situational awareness. The paper 
discusses the design, implementation and experimental result of the system, highlighting its potential applications 
in such areas like public safety, industrial surveillance and emergency responses. The findings demonstrate the 
feasibility and effectiveness of leveraging IOT for enhanced surveillance capabilities through autonomous robotic 
platform. The robot can also be used by rescue teams to detect human beings quickly during natural disasters like 
earthquakes if any human beings are trapped under debris.

KEYWORDS : IOT, Surveillance, Robot, Live stream, BLYNK App, ESP32 CAM module, Buck converter, 
Ultrasonic sensor, Gas sensor.

INTRODUCTION

In recent years, advancements in automation and 
robotics have revolutionized surveillance capabilities, 

offering significant benefits in terms of reducing 
human errors and labor. Surveillance robots, integral 
to this transformation, are designed for monitoring and 
reconnaissance tasks, contributing to enhanced security 
in various domains such as border control, public 
spaces, offices, and industries. These robots, equipped 
with advanced sensors and communication systems, 
enable continuous monitoring of activities, facilitating 
prompt responses to abnormal occurrences. Utilizing 
Wi-Fi technology, IoT-based multipurpose surveillance 
robots have emerged as a promising solution, offering 
remote operation capabilities via smartphones and live 
video streaming for effective monitoring.

Research efforts have been directed towards developing 

surveillance robots tailored for diverse applications. For 
instance, projects like those outlined by Anandravisekar 
et al. (2019), Divakar et al. (2021), Kumar et al. (2022), 
and Sunitha et al. (2023) focus on designing robots 
for surveillance tasks in domestic environments, 
military operations, border security, and home security, 
respectively. These initiatives highlight the versatility 
of surveillance robots in addressing various security 
challenges, from domestic intrusions to hazardous 
disaster zones. By leveraging IoT technologies, these 
robots offer remote control capabilities, real-time data 
transmission, and live video feeds, empowering users 
with comprehensive surveillance functionalities. As 
robotics continues to advance, the integration of IoT and 
artificial intelligence promises further enhancements 
in surveillance capabilities, ensuring safer and more 
secure environments for individuals and organizations 
alike. [1 -3]
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Fig.1 Block Diagram of IOT based surveillance robot

The main components of our block diagram are ESP32 
CAM module, Motor Driver (L298N), Buck converter, 
Battery (7.4V), Gas Sensor, Ultrasonic Sensor, 4 DC 
Motors, and Camera as shown in fig-1. The ESP32-CAM 
module integrates Wi-Fi, Bluetooth and 2 MP Camera 
making it ideal for IOT surveillance robot enabling 
remote monitoring and analysis via Wi-Fi connectivity. 
Ultrasonic sensor enabling with ESP32 Cam module 
to detect nearby objects and obstacles, enhancing 
their navigation and monitoring abilities. Gas sensor 
detect various gases in the environment allowing IOT 
surveillance robot with ESP32 CAM module to monitor 
air quality and detect potential hazards. DC motors are 
used for controlling robot’s direction. The BLYNK app 
is used to control and monitor motion of our robot. Buck 
converter regulate voltage essential in IOT surveillance 
robot with ESP32 CAM modules for efficient power 
management and ensuring stable operation.

VI. HARDWARE AND SOFTWARE 
REQUIREMENT
Hardware requirement are as follows:

ESP32 CAM Module

Fig. 2. ESP32 CAM Module

EXISTING SYSTEM

The existing system of an IOT based surveillance robot 
using ESP32 CAM module employs. It captures images 
or stream video footage and transmits it wirelessly 
over Wi-Fi. These sensors transmit data to the central 
processing unit which analyse the information and 
triggers action like recording video, sounding alarms, 
sending notifications to a remote operator via the internet. 
The robot is usually equipped with motorized wheels for 
movement, controlled remotely through a smartphone 
or computer interface. Motion detection algorithms 
are used to trigger recording or alert notifications. 
Remote control and monitoring are enabled through 
a web server hosted on the ESP32 CAM module. The 
system is powered by the rechargeable batteries for 
mobility. It may incorporate additional sensors for 
the real time monitoring and security surveillance in 
various environments. Recorded data can be stored 
locally on a SD card or uploaded to the cloud storage 
service. It offers for cost effective solution for the 
basic surveillance applications. It might have feature 
like night vision or obstacle avoidance to enhance its 
surveillance capabilities.

PROPOSED SYSTEM

The proposed system integrates an ESP32 CAM module 
for wireless surveillance. It can be utilize the ESP32’s 
processing power for image capture and analysis. 
Motion detects triggers real time alerts and recording. 
Remote monitoring is enabled through a web interface 
accessible via Wi-Fi. The robot mobility is enhanced 
with motorized wheels controlled by the ESP32. 
Additional sensors like ultrasonic or gas can enhance 
environmental awareness. Cloud integration allows 
for remote storage and access to recorded footage. The 
system aims for easy setup and configuration through 
user friendly interface. AL algorithms for object 
recognition can enhance surveillance capabilities. It 
provides versatile and efficient IOT based solution for 
surveillance needs.

BLOCK DIAGRAM

This IOT based surveillance robot block diagram is as 
shown in the following fig.1 
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The ESP32-CAM module integrates an ESP32 SOC 
with a Wi-Fi, Bluetooth, 2 MP cameras, making it 
ideal for IOT surveillance robots. It enables to capture 
images and videos remotely. Its compact size and 
low power consumption make it ideal for embedded 
applications. It supports Wi-Fi connectivity for remote 
access and streaming, as well as a microSD card slot 
for local storage. The GPIO pins allow for interfacing 
with sensors and actuators, enabling custom robot 
functionalities. Its Arduino compatibility and active 
open-source community make development accessible 
for various surveillance applications. It’s a versatile 
and cost effective solution for building IOT based 
surveillance robot.

MOTOR DRIVER (L298N) 

Fig. 3. Motor Driver L298N

The L298N motor driver is a dual H-bridge module 
commonly used in IOT surveillance robot to control DC 
motors for movement. The motor driver is used as an 
amplifier, to amplify the voltage supply to the motors. It 
provides bidirectional control, enabling forward, reverse 
and braking functions. With its high current capability 
and built in protection features, it ensures reliable 
motor operation. It can be easily interfaced with the 
ESP32, allowing precise control over robot movement. 
Its robust design makes it suitable for various robotics 
applications, enhancing the agility and responsiveness 
of surveillance robots.

DC SERVO MOTOR 

Fig. 4. DC Servo Motor

Dc servo motor are employed for precise movement 
control, facilitating smooth navigation and enhanced 
agility. The rotor of servo motor is designed for longer 
in length and smaller in diameter so that there inertia 
is low. DC servo motor is used as 30 rpm. There are 
four DC motor are used. It is enable for the remote 
control operation and crucial for monitoring in diverse 
environment. Their utilization underscores a pivotal 
role in enhancing the performance and efficiency of 
surveillance robots, contributing to advancement in 
robotic surveillance technology.

ROBOT CHASIS AND WHEELS

Robot chassis is a simple accessory that particularly 
supports the making of a robot. Chassis is very essential 
component not only in construction but also for the 
mechanical devices.  Chassis and wheels are pivotal for 
mobility and stability. The chassis should be light weight 
yet durable to withstand outdoor conditions. Design 
considerations emphasize material for lightweight yet 
durable construction, optimization the robot versatility. 
Wheel selection often priorities such as traction, size 
and compatibility with motor specifications. The 
component interfaced is handled by the chassis. This 
possesses simple construction with an acrylic plate 
and further holes are seen on the plate for connecting 
components and accessories on it.

BUCK CONVERTER 

Fig. 5. Buck converter

Buck converter is essential component for efficient 
power management. They regulate voltage level 
ensure stable operation and prolonging battery life. It 
emphasizes their compact design and high efficiency, 
crucial for embedded applications with limited space 
and power constraints. Integration of buck converter 
enhances the overall energy efficiency and autonomy 
of surveillance robots, contributing to prolonged 
deployment and improvement performance. Their 
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utilization underscores their significance in advancing 
the capabilities of IOT based surveillance robot.

GAS SENSOR

Fig. 6 Gas Sensor

Gas sensor plays a critical role in the environmental 
monitoring. These sensors detect various gases, 
aiding the identification of potential hazards and 
ensuring safety. Their sensitivity, accuracy and real 
time data acquisition capabilities, crucial for proactive 
surveillance in the surveillance robot. It integrates gas 
sensor enables autonomous detection and response to 
change in air quality, enhancing the robot situational 
awareness. Their utilization underscores their 
importance in enhancing the surveillance capabilities of 
IOT based system for diverse applications.

ULTRASONIC SENSOR 

Fig. 7. Ultrasonic Sensor

Ultrasonic sensors are pivotal for obstacle detection 
and navigation. These sensors emit high-frequency 
sound waves and measure their reflection, enabling 
precise distance measurements. Researchers emphasize 
their accuracy, reliability, and real-time data acquisition 
capabilities, essential for dynamic environments. 
Integration of ultrasonic sensors facilitates autonomous 
navigation and obstacle avoidance, enhancing the robot’s 
operational efficiency. Their utilization underscores their 
significance in advancing the capabilities of surveillance 
robots for effective monitoring and surveillance tasks.

Buzzer

Fig. 8. Buzzer

Buzzer serves as auditory feedback devices for 
alerting operators or deterring intruders. These 
compact components emit audible signals based on 
predefined conditions, enhancing situational awareness. 
Researchers highlight their simplicity, reliability, and 
low power consumption, making them suitable for 
embedded applications. Integration of buzzers enables 
real-time alerts and notifications, enhancing the robot’s 
effectiveness in surveillance tasks. Their utilization 
underscores their role in augmenting the sensor 
capabilities of IOT based surveillance systems.

Software requirements area as follows:

Blynk App: Blynk is an IOS and android platform 
designed to remotely manage Arduino devices over the 
internet. It functions as a virtual dashboard, allowing 
users to construct graphical interfaces for their projects 
through effortless manipulation of widgets.

Arduino IDE: The Arduino IDE is freely available open-
source software that simplifies coding and uploading 
processes for Arduino boards. This versatile software 
is compatible with a wide range of Arduino boards, 
allowing for seamless integration and programming 
flexibility.

RESULT
IOT-based surveillance robot using the ESP32-CAM 
module typically yields a versatile and effective system 
for real-time monitoring and surveillance tasks. The 
surveillance robot provides real-time video streaming 
and monitoring capabilities, allowing users to remotely 
observe and respond to events in the monitored 
environment. Integration of sensors such as gas sensors 
and ultrasonic sensors enables the robot to detect 
and respond to threats in its surroundings, enhancing 
security and safety. The wireless connectivity of the 
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ESP32-CAM module facilitates easy deployment of 
the surveillance robot in surrounding environments. 
Optimized algorithms ensure efficient performance with 
lowest possible power consumption and extending the 
life span of the battery. The system offers cost effective 
and adaptable option for surveillance requirements, 
leading to enhanced levels of security and safety.

Fig. 9. Equipped Robot

CONCLUSION
The design, implementation, and evaluation of an 
IOT based surveillance robot utilizing the ESP32-
CAM module in the surveillance robot. It can be 

demonstrated the integration of ESP32-CAM module 
offers a versatile and efficient platform for real-time 
monitoring. The surveillance robot developed enhanced 
situational awareness and response capabilities, 
effectively detecting and responding to potential 
threats or anomalies in its environment. All the sensor 
such as ultrasonic and gas sensors has increased the 
robot’s functionality, enabling it to perform tasks such 
as obstacle detection and environmental monitoring 
with increased accuracy and reliability. Future effort 
should focus on refining power efficiency, incorporating 
complex algorithm and tackling stability issue to 
advance the capabilities of similar system. IOT-based 
surveillance robot systems and the potential of ESP32-
CAM module based platforms for improving security 
and situational awareness in various environments. By 
persistently innovating and encouraging collaborative 
effort, these systems have the potential transform 
the methods by which we conduct surveillance and 
monitoring in the digital area.
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ABSTRACT
As technology continues to advance, Flexible AC Transmission Systems (FACTS) have become integral for 
enhancing the power transmission capacity of transmission lines and optimizing the utilization of power system 
capabilities. However, the integration of FACTS devices, such as Static Synchronous Series Compensators 
(SSSCs), introduces substantial changes in the system dynamics, thereby impacting the protection mechanisms of 
power systems. Notably, the alteration in the net impedance of transmission lines due to FACTS devices can lead 
to overreaching or under reaching issues in distance protection schemes. This paper investigates the performance 
of distance relays in the presence of SSSCs under various fault conditions. A thorough investigation was carried 
out on a 400kV transmission line spanning 300km, designed and simulated using MATLAB/SIMULINK software. 
The findings highlight the substantial impact of SSSCs on the mho characteristic of distance relays. Through the 
analysis presented in this paper, insights are provided into the effects of SSSCs on the operation of distance relays, 
offering valuable guidance for enhancing the protection and stability of power systems in the presence of FACTS 
devices.

KEYWORDS : Transmission line, MATLAB/SIMULINK, FACTS, Series compensation, SSSC, VSC, Distance relay.

INTRODUCTION

Solar power systems rely on managing active and 
reactive power flow and maintaining bus voltage 

levels. To overcome challenges like transient and 
voltage instability, methods such as adding series 
reactance or using Flexible AC Transmission System 
(FACTS) controllers are employed. FACTS controllers, 
like Static Synchronous Series Compensator (SSSC), 
enhance stability, regulate voltage, and manage 
power flow effectively [1, 3]. However, integrating 
compensation devices for reactive power can affect 
voltage and current values, impacting protection device 
operation and system reliability [4, 5].

Fault protection is crucial for uninterrupted power 
supply, but compensated lines pose challenges for 
traditional distance relays. This necessitates innovative 

fault location techniques [2, 7]. MATLAB/Simulink 
analysis explores the impact of SSSC on relay 
functionality, showing its effect on impedance-based 
relay operations [6, 7].

SSSC operates as a voltage source converter (VSC) in 
series with the transmission line, providing wider control 
range and independence from line current compared to 
traditional TCSC systems [2, 5]. By adjusting its output 
voltage, the SSSC regulates line impedance, improving 
transmission system performance [5, 12]. The VSC 
within the SSSC maintains voltage in or out of phase 
with line current, allowing for capacitive or inductive 
compensation without extra components [10, 14]. 
Adjusting DC voltage or using pulse-width modulation 
techniques enables dynamic control of transmission 
line impedance, enhancing transient stability [5, 14].
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Fault in zone 3 R-X diagram 
Fig 3..Mho Charactreistics of Distance Relay without 
SSSC

Fig 4 With SSSC simulation diagram

HARDWARE SETUP AND 
EXPERIMENTAL DETAILS
A hardware prototype of a transmission line with a 
distance relaying scheme was meticulously designed and 
constructed, incorporating a Static Synchronous Series 
Compensator (SSSC) to validate simulation results. The 
transmission line was modelled as a 230V double circuit 
doubly fed single-phase equivalent circuit spanning 
300km, with each 100km section represented by pairs 
of inductance and resistance. Capacitance effects were 
disregarded due to the line’s moderate loading and the 
focus on fault conditions during experimentation.

Fig.1 Basic Configuration of SSSC

Fig.2 Elementary two-machine system with an SSSC

SIMULATION RESULTS WITH AND 
WITHOUT SSSC

Fault in zone 1 R-X diagram                                                     

Fault in zone 2 R-X diagram
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In the experimental setup, 100W lamps served as 
regular loads, while 200W lamps were used to simulate 
line-to-ground faults at different positions along the 
line. Voltage and current sensors were employed for 
accurate measurement of line parameters. A Voltage 
Source Converter (VSC) was connected in series via 
circuit breakers and a step-down coupling transformer. 
The algorithm for the distance relay and SSSC operation 
was implemented using the Arduino Uno platform, 
providing user-friendly control.

The distance relay reliably detected fault locations 
during normal operation, accurately identifying fault 
zones. However, in the presence of the SSSC, it 
exhibited limitations. While it effectively pinpointed 
faults in zone 1, it couldn’t differentiate between faults 
in zone 1 and zone 2, erroneously displaying faults in 
zone 1 for both cases. Consequently, it failed to reach 
faults in zone 2, indicating an under-reaching issue. 
Additionally, it couldn’t detect faults in zone 3 due to 
measured impedance falling below the relay’s threshold, 
leading to a phenomenon of overreaching.

Despite these observed limitations, the hardware 
prototype provided valuable insights into the practical 
implementation of distance relaying schemes and the 
integration of SSSC technology into transmission line 
systems. Further refinements and adjustments may be 
necessary to address the identified issues and enhance 
the relay’s performance in accurately detecting and 
classifying faults. 

Fig. 5. Hardware Model

CONCLUSION
The project extensively investigates the behavior of 
a distance protection scheme for transmission lines 
under the influence of a Static Synchronous Series 
Compensator (SSSC) during single line-to-ground 

faults. It was observed that the distance relaying 
system experiences malfunction due to unpredictable 
impedance changes induced by the SSSC, ultimately 
leading to the failure of the distance protection system. 
Both simulated and experimental results corroborate 
these findings. The research explores the impact of faults 
at different points along the transmission line. Findings 
reveal that when an SSSC is placed between zone 2 
and zone 3 of the transmission line, the effectiveness 
of distance relaying in these zones is compromised. 
However, zone 1 functions as anticipated. The analysis 
shows that the distance relay under-reaches in zone 2 
when faults occur before the SSSC connection, whereas 
it over-reaches in zone 3. Addressing the issue of 
distance relay malfunction in the presence of the SSSC 
is crucial for ensuring the stable and reliable operation of 
power systems. Various algorithms can be developed to 
compensate for errors in distance relay measurements. 
Future research can explore the utilization of recent 
advancements in Artificial Intelligence, Fuzzy Logic, 
and Artificial Neural Networks to devise effective 
solutions to this problem, thereby enhancing the 
performance and reliability of distance protection 
schemes in transmission lines.
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ABSTRACT
A Programmable Logic Controller (PLC) is a key component in an automated height-based box sorting system. 
This system utilizes sensors to detect the height of incoming boxes on a conveyor belt. The PLC receives this 
data and processes it to determine the appropriate destination for each box based on predefined sorting criteria. 
Depending on the height, the PLC triggers actuators or motors to divert the boxes onto different conveyor belts or 
chutes leading to specific destinations. The PLC’s programming allows for flexibility in sorting criteria, enabling 
customization based on the needs of the application. This automation reduces manual labor, increases sorting 
accuracy, and enhances overall efficiency in warehouse or manufacturing environments. Additionally, PLC-based 
systems offer real-time monitoring and control capabilities, allowing operators to adjust sorting parameters as 
needed. Overall, the integration of PLC technology into height-based box sorting systems streamlines operations, 
improves productivity, and minimizes errors, making it a valuable asset in modern logistics and manufacturing 
processes.

KEYWORDS : Programmable logic controller (PLC), Box sorting, Conveyor belt, Sensor, Motor.

INTRODUCTION

Some companies, like the food processing and toy 
industries, regularly sort items with the objective 

to increase the rate of production. Sorting improves 
the system’s efficiency. This system is a low-cost 
automation system that classifies light-weight boxes 
based on variations in height. It will enhance similarity 
and flexibility and minimizing manpower. This would 
reduce the quantity of laborious work that must be 
performed by hand in addition to averting the hazards 
related to working in hazardous conditions such 
chemical industries. The Ultrasonic Sensor and DC 
motor modules are interfaced with the PLC of this 
system to detect height and sort the elements suitably. For 
interaction with the ultrasonic sensor and continuously 
monitor the height of the boxes, a PLC is employed. 
The automatic system with a combination of PLC that 
has an important effect on object sorting is presented in 
this work. This system’s main role is to operate , a sorter 

arm, and a PLC to automate the process of sorting the 
boxes to the relevant destination.

LITERATURE REFERENCES:
•  Nilima Bargal, Aditya Deshpande, Rucha 

Kulkarani, Rucha Moghe published paper entitled 
as “PLC Based Object Sorting Automation”. This 
paper represents employs photo-electric sensors and 
DC geared motors controlled by a Programmable 
Logic Controller (PLC) to sort three different 
height objects. The system includes a conveyor 
belt, pre-feed conveyor, and major conveyor. The 
main conveyor, powered by a 3-phase AC induction 
motor controlled by a VFD involvement with the 
PLC, takes objects to a height measuring station. 
The height measuring station consists of three 
metal plates holding proximity sensors, with the 
second plate adjustable to accommodate different 
sensor heights. The system optimizes energy usage 
by starting the conveyor only when an object is 
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This comprehensive approach ensures efficient 
and accurate sorting while prioritizing safety and 
energy efficiency, contributing to a robust and 
effective automation solution.[4]

• P. Thirumuurugn, R. Aravind, M. Arun Kumar, S. 
Dharshan Manjunath, R. Kalaiselvan, Published 
paper entitled as” Automatic Sorting in process 
Indurtries Using PLC” The sorting process involves 
integrating the conveyor system with the PLC 
system, comprising conveyor belt, sensing section, 
and PLC section. Objects are transferred through 
the conveyor belt to the sensing area, where a 
sensor detects their height. This sensor-conveyor 
interface is controlled by the PLC system, including 
the motor of the conveyor. The sorting process 
begins by placing objects on the conveyor, starting 
its movement, and allowing objects to pass through 
the sensor. If the sensor detects an object’s height, 
it continues sorting; otherwise, it halts the process. 
This step-by-step operation ensures efficient 
sorting based on height criteria, facilitated by the 
interaction between the conveyor, sensor, and PLC 
system.[5]

• Sangeeta Kamboj, Aditi Diwan, Published paper 
entitled as “DEVELOPMENT OF AUTOMATIC 
SORTING CONVEYOR BELT USING PLC” The 
paper represent the system involves a conveyor 
belt used for sorting job pieces of various sizes 
for packaging or shipment. When initiated by 
pressing a green start button, the conveyor belt 
moves forward, carrying the job pieces towards a 
photoelectric sensor. This sensor identifies if the 
object’s height is suitable for further processing. A 
PLC (Programmable Logic Controller) processes 
the sensor output, controlling an actuator to either 
allow the object to pass or discard it using a piston 
push. This process repeats until a stop red push 
button is pressed to halt the conveyor belt. The 
methodology for implementing this functionality 
is outlined, focusing on motor selection, sensor 
integration, PLC programming, and actuator 
control. This system ensures efficient sorting of job 
pieces by automating the process based on height 
criteria, enhancing productivity and accuracy in the 
manufacturing environment.[6]

present and slowing down the conveyor when 
needed for accurate sorting [1]

• A. Gohulakrishnan, P. Balamurugan, N.H Ariharan, 
T. Dhanushvighesh, N. S Anthanakrishna published 
paper name as “PLC Based Sorting Operating 
Using Conveyor System”. This paper represents 
the sorting of objects between a medium-sized 
object and a large-sized object.  This object is 
sensed by infrared sensors. A DC geared motor is 
used to drive the conveyor belt at low RPM, which 
carries different sized objects. [2]

• Amey Karode, Pranav Mahajan, published paper 
entitled    as “Objects Sorting Machine Using 
Arduino-Uno”. This paper represents objects sorting 
with the help of an arduino. In these, an Ultrasonic 
sensor is used for sensing purposes. Using a 12v 
DC motor for driving the conveyor belt. For 12v Dc 
Motor L293D, a motor driver is used. If the object 
has a height that is less than the decided height, the 
conveyor belt moves towards the left side, and the 
object has a height that is greater than the decided 
height, the conveyor belt moves to the right side.[3]

• K. Amirtha, V. Girija, S. Preethi, S. Pradeep, 
published  paper entitled as “ Automatic Sorting 
System By Using PLC”. The paper represent 
successful automation industry, innovation, 
productivity enhancement, cost reduction, and 
user-friendliness are crucial. PLC systems are 
instrumental in achieving these goals, particularly 
in our project focused on developing an automatic 
sorting system for height, width, and material 
detection. This system utilizes proximity and 
diffused beam photoelectric sensors for sensing, 
interfaced with a PLC-controlled DC motor. 
The motor drives a conveyor belt, positioning 
products in front of sensors for detection. The 
system includes a start sensor, initiating conveyor 
movement only when a product is present, 
conserving energy by shutting off when idle. A 
measuring station, comprising a mounted casing 
housing sensors, estimates object dimensions and 
material type. Additionally, the system integrates 
security features such as Emergency Stop, Human 
Interrupt analyzer, and Defect Product Indicators. 
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• Kadiyam Sasidhar, Shaik Faiz Hussai, Syed Ali 
Safdar, Mohd Aleem Uddin, The published paper 
entitled as “Design and Development of a PLC 
Based Automatic Object Sorting”.The PLC-based 
automatic object sorting machine comprises six 
cycles: Object Detection, Object Placement on 
Conveyor Belt, Conveyor Start, Sensory Detection, 
and Sorting Mechanism. It aims to streamline 
industrial sorting processes by replacing multiple 
conveyor belt systems with a single conveyor 
belt equipped with PLC and sensor modules. By 
detecting objects and sorting them accordingly, 
the project significantly reduces operational, labor, 
and installation costs in various industries like food 
processing and brick manufacturing. This efficiency 
is achieved with minimal additional inputs for the 
PLC module. Now, let’s delve into the detailed 
analysis of each module required for the project.[7]

METHODOLOGY

Fig.1. Block Diagram of Overall System

• The illustration above demonstrates the way the 
basic, step-by-step sorting process functions. The 
boxes that require to be sorted are initially placed 
on the conveyor, afterwards which the process will 
begin. The boxes will be placed onto the conveyor. 
An ultrasonic sensor is mounted at a particular 
height. A motor will be commanded to run in a 
clockwise direction via the PLC if the ultrasonic 
sensor recognizes a large size box. In the scenario 
that the ultrasonic sensor detects a box of small 
size, the PLC will notify the motor to make a turn in 
the opposite direction. The boxes will be grouped 
proportionally to the variability in height in this 
order.

PROPOSED SYSTEM 

Fig 2. Proposed illustration of overall System

The conveyor system and PLC must be linked in order 
to function properly this box sorting system. PLC, 
output module, and input module make up the majority 
of it.

• Input Module: An ultrasonic sensor is a component 
of the input module. The height of boxes can be 
identified by use of these ultrasonic sensors. 
The PLC gets the ultrasonic sensor’s output and 
classifies the boxes according to their height 
margins.

• PLC: Utilizing ladder logic, a programmable logic 
controller (PLC) regulates every part of the system. 
Ladder logic is a programming strategy for PLCs.

• Output Module: Two gear DC motors compose the 
output model. A second gear DC motor is used as 
a sorting arm, and a first gear DC motor operates a 
conveyor belt.  It will organize the box according to 
how tall every individual is. The DC motor changes 
clockwise if the height of the boxes is greater than 
the ideal amount and reverse if the height of the 
boxes is less.

COMPONENTS:
The main components required for a system are:

• Programmable Logic Controller

• Ultrasonic Sensor

• Gear DC Motor

• Motor Driver

• Conveyor belt
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Programmable Logic Controller

It is PLC that mounted on Zero PCB board .The PLC 
mainly contain 5 sections. These sections are: 

• Power Circuit: It includes a Step-Down Transformer 
and a full wave bridge rectifier circuit. Step down 
Transformer converts a 230V AC voltage supply 
into a 12V AC supply.

• Voltage Distribution:  It includes voltage regulators 
7805 and 7812, which regulate 5V DC voltage and 
12V DC voltage.

• Switching Circuit: It consists of an 8 channel relay 
module, which acts as a switch for output modules.

• USB to TTL Converter: This module transfers 
computer data to TTL devices such as 
Microcontrollers, sensors etc.

• .Microcontroller: This consists of an atmega328p 
microcontroller, and stored ladder logic to store the 
whole sorting system.

Fig 3. Sections of PLC

Ultrasonic Sensor 

Fig.4. Ultrasonic Sensor

This is a device utilized for detecting  height of boxes. 
It uses higher sound wave frequencies than the human 

audible range to detect the distance of objects. It mainly 
consists of two parts, the transmitter and receiver, in 
which the transmitter emits waves and the receiver 
detects those waves after they strike objects.

Gear DC Motor 

Fig. 5 DC gear motor 

It is a type of electric motor.  It is a device used for 
sorting purposes, in which it rotates anticlockwise and 
clockwise. It reduces speed and increases torque. It 
consists of the DC motor coupled with a gear mechanism 
to get proper torque and speed characteristics for 
different applications like some machinery, automation 
etc.

Motor Driver 

Fig. 6 Motor Driver

It is electronic device used for controls the speed and 
movement of an electrical motor. It clarify signal from 
microcontroller, sensor to modify the motor behavior 
respectively.

Conveyor belt: It mechanical system use for transfer 
boxes one point to another point.
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PLC LADDER DIAGRAM

Fig.7 Ladder Logic

RESULT AND ANALYSIS
Table.1 Result and Analysis

Sr. No       Height (cm) Sorting Condition
1 Below 10 cm  Short
2 10 cm or Above 

10 cm
 long

In this table, two heights of boxes are mentioned. As 
per this sorting process is done. Ultrasonic sensors are 
placed on the conveyor belt. Height of boxes values set 
in ladder logic, with the help of this ultrasonic sensor 
identify  height of boxes. If the height of boxes is below 
10 cm, then it is considered as small boxes, and if boxes 

are 10 cm or above 10 cm, then it is considered boxes 
as long boxes.

CONCLUSION
In this system, with the help of PLC (Programmable 
Logic Controller), boxes are separated by their 
particular height. This system is less time-consuming 
and cost-effective. It is an increased profit with the help 
of time-consuming and high-accuracy features. It also 
reduces labors work and their monthly expenses. This 
system can further improve with the help of measuring 
the weight of objects and sorting objects accordingly to 
their weights. 
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ABSTRACT
Solar MPPT algorithms are crucial for optimizing energy extraction from PV systems, yet face challenges in 
accurately tracking the MPP under changing environmental conditions and load characteristics. This paper 
emphasizes the need for continual modifications to enhance algorithm performance and adaptability, considering 
factors like irradiance variations, temperature fluctuations, and partial shading effects. It explores shortcomings 
of conventional techniques and analyzes recent advancements in MPPT algorithm design to address evolving 
requirements in PV system architectures and environmental dynamics.

KEYWORDS : Solar panel, Drift, Modified P&O, Step size, MPPT.

INTRODUCTION

The increasing demand for sustainable energy has 
driven widespread adoption of photovoltaic (PV) 

systems, highlighting the importance of maximizing 
energy extraction efficiency through effective Maximum 
Power Point Tracking (MPPT) algorithms. Traditional 
MPPT techniques like Perturb and Observe (P&O) 
face challenges in accurately tracking the Maximum 
Power Point (MPP) under dynamic environmental 
conditions, partial shading, and system non-linearities. 
These constraints necessitate continual enhancements 
to MPPT algorithms to meet evolving demands, 
considering factors such as irradiance variations, 
temperature fluctuations, and emerging PV system 
architectures.

The research aims to address these challenges by 
reviewing existing MPPT techniques and exploring 
recent advancements in algorithm design. By 
evaluating the limitations of conventional approaches 
and identifying promising avenues for improvement, 
the study seeks to develop adaptive and intelligent 
MPPT algorithms capable of maximizing energy yield 
and enhancing PV system performance across diverse 
operating conditions. Through empirical analysis and 

simulation studies, the research endeavors to contribute 
to renewable energy optimization and facilitate the 
transition towards a greener future.

SEPIC Converter & Its Components Ratings

Fig. 1 SEPIC converter

Single-ended primary-inductor converter, is a versatile 
DC to DC converter capable of both stepping up and 
stepping down voltage levels. While similar to a buck-
boost converter, the SEPIC offers distinct advantages: 
it handles higher MOSFET and diode voltages and 
currents, features additional energy storage components, 
allows for load current to be carried by both capacitors 
and the source, and permits straightforward isolation. 
These characteristics make the SEPIC converter a 
preferred choice in various applications requiring 
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During on-load operation, the output load is connected 
across the input, resulting in measurable efficiency, 
unlike the no-load condition where efficiency is zero. 
Capacitors C1 and C2 exhibit higher values during 
on-load operation compared to no-load, attributed to 
their charging and discharging cycles under loaded 
conditions.

LCD readings during on load operation

CONCLUSION
This paper presents a modified Perturb and Observe 
(P&O) MPPT algorithm aimed at mitigating drift 
in solar PV systems by incorporating a checkpoint 
for change in current (dI). The algorithm effectively 
overcomes drift-related issues. Using a SEPIC converter 
with direct duty ratio control offers advantages in 
power regulation. Validation via MATLAB/Simulink 
and hardware implementation confirms the algorithm’s 
ability to accurately track the maximum power point, 
enhancing solar PV system efficiency and potentially 
reducing carbon footprint, contributing to environmental 
sustainability.

REFERENCES
1. Muralidhar Killi, Susovon Samanta, , “Modified 

Perturb & Observe MPPT algorithm for drift avoidance 
in Photovoltaic systems” 2015 IEEE. 

2. Mohammed A. Elgendy, Bashar Zahavi, David J. 
Atkinson, “Assessment of perturb and observe MPPT 
algorithm implementation techniques for PV pumping 
applications”, IEEE, January 2012.

3. BOC Group, Operngasse 20b, Vienna, Austria, “An 
improved perturb & observe MPPT algorithm with 
variable step”, Scientific Bulletin of the Electrical 
Engineering faculty, ISSN 2286-2455, [2017]. 

efficient voltage regulation and flexibility in power 
management.

Fig. 2 Block diagram of hardware

Fig. 3. Hardware set-up

The hardware underwent testing under both no-load 
and on-load conditions, with a 200 Watts lamp serving 
as the external load connected to the SEPIC converter. 
During the no-load operation, the SEPIC converter was 
active, drawing input power from the solar panel but 
without any external load connected across it. Results 
obtained under this condition are summarized in Table 
1, providing insights into the converter’s performance 
when operating without a load connected.
Table 1. Results

Sl No IV 
(Vin)

OV 
(Vout)

C1 C2 IP OP Efficiency

1 20.2 14.6 0.08 0.31 422 151 87%
2 20.5 14.7 0.13 0.31 422 226 87%
3 20.2 15.3 0.13 0.27 371 226 89%
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ABSTRACT
Ion thrusters are highly efficient propulsion systems, offering significant advantages over conventional methods. 
They generate high specific impulse, reducing fuel demand. Used for various missions like satellite station-keeping 
and deep space exploration, they outperform chemical propulsion. With no moving parts and minimal emissions, 
they operate silently. By applying high voltage, they create an ionic wind for thrust. The Biefeld-Brown effect may 
enhance aircraft lift.

KEYWORDS : Ion thrusters, Specific impulse generation, Chemical propulsion system, Orbit station keeping, 
Ionic wind, Propulsion systems.

INTRODUCTION

An ion thruster is an electric propulsion system 
that uses propellants to generate energy. The idea 

of ion thrusters was first proposed by Robert Goddard 
in the 1920s, but it was not until the 1960s that the 
technology became advanced enough to be tested in 
space. The first successful ion thruster was developed 
by Harold R. Kaufman and John Brophy at NASA’s 
Glenn Research Center in the 1960s. This first version 
of the ion thruster uses mercury ions as a propellant to 
create small amounts of thrust.

In the 1970s, NASA developed a commercial ion 
thruster called the NSTAR (NASA Solar Technology 
Application Ready) ion thruster. This thruster uses 
xenon ions as energy and was used on the Deep Space 1 
spacecraft in 1998. In 2000, the European Space Agency 
developed the High-Power Electric Propulsion System 
(HPEPS), which uses a similar ion thruster design based 
on NSTAR but is more powerful. and efficient. HPEPS 
was used on the SMART1 spacecraft, which orbited 
the moon from 2004 to 2006. Today, ion thrusters 
are generally used in spacecraft for space storage and 
orbital elevation operations. They are also being studied 
for their potential use in communications operations 
because they are more effective than chemical weapons 

and can operate for long periods using small amounts 
of equipment.

Electric propulsion is a device designed to produce 
power through rapid exhaust, reducing the amount 
of electricity required for a particular purpose or 
application compared to other methods. A reduction in 
energy consumption can reduce the mass of the launch 
vehicle or satellite, thus reducing the cost of using a 
smaller vehicle to deliver the required mass to the 
orbital target or deep.

In general terms, electric propulsion (EP) covers all 
drive systems that use electricity to increase engine 
output. There are many merits for electric thrusters, but 
the purpose and implementation plan generally relate 
to thrust, specific thrust, and overall efficiency, which 
relates to thruster performance relative to changes in 
thrust and mass during spacecraft speed. 

LITERATURE REVIEW
[1] This article presents the most basic information about 
electric propulsion systems, in this article, scientists 
discuss the history and types of propulsion systems. This 
database includes many books from the 1960s and many 
journal and conference papers published over the years 
discussing the issue of the aging of electric thrusters, 
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in the early 1920s and is known as the Belfield-Brown 
effect. Proposed as an alternative to today’s standard 
aircraft propulsion, electricity can accelerate ions in the 
air. The main advantage of the all-electric drive concept 
is that it has no moving parts, quiet operation, and no 
combustion emissions. MIT completed the first flight of 
a state-of-the-art propulsion aircraft based on ion wind 
in 2018. The proof-of-concept aircraft has a wingspan 
of 5 m and performs many stable flights. 45m takes 
about 10 seconds. respectively. The future challenge 
is to increase the power ratio of ion wind propulsion 
for electric aerodynamic aircraft. Experimental studies 
carried out on different EAD thrusters with electrode 
spacing up to 80 mm showed a maximum thrust of 220 
mN/m and a thrust-to-power ratio of 8.9 N/kW of 100 
mN/m thrust [5-7].

METHODS AND MATERIAL 
Electric thrusters are generally defined by the method of 
acceleration used to create thrust. These methods can be 
divided into three groups: electrothermal, electrostatic, 
and electromagnetic methods. The most common types 
of EP propellants are described below.

Resist Jet

A resist jet is an electronic device in which the generator 
is heated by a heating chamber or by passing it through a 
heat exchanger before entering the rivers. The increase 
in exhaust gas is due to the heating of the generator, 
which is limited to two low levels (<500 seconds).

Arc Jet

An Arc jet is also an electrothermal thruster that heats 
the propellant by passing it through a high-current arc 
based on a nozzle-feeding system. Although there is an 
oscillation on the way, the effect of blood on the gas 
is not significant due to the weak ionization resistance. 
For simple storage devices, the heating time is only less 
than 700 seconds.

Ion Thrusters

Ion thrusters use a variety of plasma generation 
techniques to ionize most of the propellant. These 
thrusters then use negative gates to electrostatically 
remove ions from the blood and accelerate them at 
voltages up to 10 kV or higher. Compared to other 
types of thrusters, ion thrusters have the best efficiency 

their quality, physics, and the evolution of technology. 
Much of this work is based on research on different 
types of thrusters and development programs in the 
laboratory. As a result, the basic understanding of how 
thrusters work often lags behind technological progress 
and the use of thrusters in space. This article discusses 
and explains how modern ion and Hall thrusters work 
by explaining the physics of these devices.

[2] This paper concludes that corona discharge devices 
generate ion wind and thrust force when an electrical 
corona discharge occurs between the smart electrode 
and the large radius ground electrode. The purpose of 
this study is to examine whether this thrust force can 
be adjusted to a satisfactory value for aircraft thrust. 
Preliminary experiments show that the observed 
competition is equal to that of the air ion. Various types 
of high-voltage electrodes have been tested, including 
wires, blades, and needle arrays. The pin sequence was 
found to be the best. Parametric experiments and theory 
show that the thrust per unit of power will increase 
from an early 5 N/kW to almost 50 N/kW, but only 
by reducing the thrust generated and causing voltage 
data. In addition to using DC voltage, activation with 
and without DC bias is also controlled. The results are 
unclear as to whether this is helpful. The conclusion is 
that corona discharge is unlikely to be used for piloting.

[3] This article concludes that the new indoor drone 
called the ion drone, has no moving parts and uses 
only high-energy electrical currents for propulsion. The 
power ratio at different input voltages, such as thrust, 
is obtained by experiment. The researchers proposed a 
simple model to explain the physics of controlling the 
energy-generating mechanism of the ion car.

[4] This article describes a high-voltage driver for a 
radio ion thruster—loads such as heavy ion plasma 
place strict dynamic demands on power converters. A 
discrete time-state space model of the power unit of the 
two high-voltage generators forming the drive system 
was derived. Report the control’s frequency response to 
the output transfer function and the potential for short 
circuits encountered.

[This article provides information on the speed-to-
power ratio of ion wind propulsion. A pair of asymmetric 
electrodes can generate ion wind and thrust under 
pressure. This phenomenon was discovered by Brown 
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(from 60% to >80%) and are very powerful (from 2000 
seconds to over 10,000 seconds).

Hall Thrusters

This type of electrostatic thrusteruses shears defined by 
the Hall effect to produce blood. An electric field created 
by the application of a magnetic field electrostatically 
accelerates the ions to a high oscillatory rate, while the 
transverse magnetic field suppresses electron motion, 
which tends to clear the electric field. The efficiency and 
specific impulse of the Hall thruster are slightly lower 
than those obtained with the ion thruster, but the power 
for the delivered power is higher and the equipment is 
simpler and requires less energy to operate. A resistor is 
an electronic device in which the generator is heated by 
a heating chamber or a heat shield before entering the 
water stream. The increase in emissions is due to the 
heating of the generator, which limits the ISP to a low 
level (<500 s).

Basic Principle of Ion Movements

When high voltage is applied to sharp-edged and 
smooth electrodes consisting of atoms, ions begin 
to move. Each atom has an equal number of positive 
protons and negative electrons. Therefore, these atoms 
are electrically neutral.

The smart edge terminal is connected to the +ve end of 
the power supply, and the electrons in the atomic shell 
are pulled out so that there are more +ve protons in 
the smart edge terminal. Edge electrode -ve compares 
electrons. Therefore, the atoms at the tip of the sharp 
edge become + charged. Similarly, a smooth object 
(electrode) is connected to the -ve source and excess 
protons go to the -ve electrode. Negative electrons 
are more than positive ones. The smooth electrode is 
very electric. However, other atoms in the air between 
the electrodes are also involved. These atoms have 
+ve protons and negatively charged electrons. The 
electric current near the edge of the electrode is strong 
enough to attract electrons from the atoms, indicating 
that the direction of movement of the electrons can be 
determined by the polarity of the charge (as opposed 
to the charges repel each other), i.e. -and Just as the 
charges on the positively charged electrode repel each 
other, the electrons are simultaneously attracted, so the 
negative electrons are attracted by the charged electrode. 

is pushed. Make the atom (near the sharp edge of the 
electrode) have more +ve protons than -five electrons, 
so the atom has + force and the charge is unbalanced, 
hence it is called an ion and is repelled by the strongly 
charged electrode. and When attracted to the charged 
electrodes, nothing here so far causes a repulsive force, 
all forces in both directions are equal and there are no 
other effects.

But there are other people involved here. In the 
atmosphere near the more uniform electrode, where 
the electric field is weak, there are many atoms with 
the same number of protons and electrons; They are 
called neutral atoms because they are neutral and do not 
react. They don’t act on anything—a convenient way to 
connect to a loaded object. When one of the +ve ions 
collides with this neutral atom, we will have enough 
energy to hit an electron attracted by the +ve highly 
charged electrode, and we will make another +ve ion 
move for a highly charged electrode (because one of 
the electrons escapes from the atom and becomes a +ve 
ion) this will lead to an ion.

 

Fig.1: High Voltage generation circuit

The above figure shows a high voltage generation 
circuit, in that instead of using any microcontroller to 
generate a square wave we use a 555 timer IC in an 
a stable Mode. It requires a couple of components but 
does not require any program. The 50K ohms resistor is 
a threshold pin to set the frequency of the PWM signal.

As per the datasheet, the output voltage of this IC is 
adjustable (from 6V to 18V) but the output current 
is too small (200mA) to generate high voltage using 
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an EHT transformer, so a MOSFET and a simple 
transistor amplifier we are used to providing a higher 
current (2Amps) through the primary winding of the 
transformer.

For convenience, we further classified the above circuit 
into 3 parts:

I.  Oscillator Circuit

II.  B-Class Amplifier

III. EHT Driver

The above circuit is known as an oscillator circuit. For 
this we use a 555 timer IC in Multi- vibrator mode in 
which a resistance is connected between the supply and 
discharge pin off the IC. Further, a variable resistance 
is connected to the threshold and discharge pin so that 
by changing the pot value the output will be changed. A 
multi-vibrator circuit is nothing but a switching circuit 
that generates non- sinusoidal waves such as square 
waves, and rectangular waves.

 
Fig. 2: Output waveform

The high voltage module is built on the Tesla coil 
principle, and the high voltage pulse produces high 
voltage current. It is small, high-performance, and has 
simple electrical equipment (just connect the switch and 
battery).

Body volume: length 56 * diameter 24 * Cutting 
diameter 21 mm (measured with precision Vernier 
caliper) Input parameters: 3.7-6V 4A Input line length: 
10 cm Output parameters: 400KV 0.5A Line length: 
about 8 cm

About power supply: You can use two wires, such as 
a 3.7V lithium battery or 18650 battery, the mobile 
phone is not powered (remove the protective plate, 
the recommended capacity is more than 2000mAh) or 
nickel-cadmium/nickel metal hydride battery, 4V or 6V 
lead- acid battery, etc.

Type Red line is the quality of the power supply, output 
2. High-temperature and high-temperature resistant 
silicone wires resistant silicone metal

Multitapping Transformer

A multi-tap transformer is a step-up or step-down 
transformer with multiple taps on the primary or 
secondary winding that can adjust the volts/turn ratio. 
This allows the transformer to compensate for line 
drop and percentage voltage regulation. Multi-tap 
transformers provide flexibility in input and output 
voltage requirements are some 1.5V, 3V, 6V, 9V, and 
12V transformers with multiple taps:

1.5V 3V 4.5V 6V 7.5V 9V 12V 3Amp Bridge Tapping 
Step Down Transformer: This transformer has an input 
of 220V to 240V AC and weighs 1050 grams.

1.5V 3V 4.5V 6V 7.5V 9V 12V 750MA Output Step 
Down: This transformer provides close to rated voltages 
on the higher side and doesn’t heat up or vibrate.

FABRICATION OF IONIC THRUSTER
This is a prototype model of an ionic thruster. This device 
is used to create a thrust for spacecraft in space with 
a lesser amount of propellant and high voltage. In our 
prototype model, we are not using a propellant because 
of its high cost but we use extremely high voltage which 
goes around 30KV to 40KV, since we work with high 
voltage, is a dangerous circuit so be careful.
Table1:Hardware specification

Sr. 
No.

Name of 
components

Specification Quantity

1 Acrylic Sheet (4*2)ft,2MMthick 1
2 Brass Tubes 10Ft,6MMOD 1
4 MS Threaded 

Rod
150 MM long, 8 

MMOD
4

5 MS Bolt 8MM 48
6 Double Insulated 

Wire
1Sq.mm,3M 1
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The below figure shows the 2D CAD model of positive 
and negative grids. The selected material is a 2MM thick 
Acrylic Sheet because we aim to make a model with 
lower weight and as we are dealing with high voltage 
an acrylic material has a good capability to handle such 
high voltages without any burn marks on it.

As we are not using a propellant, the output thrust is 
quite low and hence, we reduce the thrust area outlet. 
It has a cylindrical shape with OD (outer diameter) of 
100MM only. On the edges of each grid, four 8MM 
holes are made to stack all plates.

The specific details of the fabrication process depend on 
the type of ion thruster being manufactured, as well as 
the specific requirements of the mission. However, all 
ion thrusters involve the creation of plasma, acceleration 
of ions, and the expulsion of the ions to generate thrust.

We are using an acrylic sheet of 3mm to make a structure 
because it is lighter in weight than the plywood and has 
good electrical resistance so that it will avoid spark 
discharge between high voltage grids. The thrust outlet 
is circular so we use an Orbital Bit having an adjustable 
diameter setting. For our project, we selected 100mm 
of internal diameter and outside we selected a square 
shape because it is easy to cut.

Fig.3 : Stacking the stages.

As we are making the three stages so that it has a total of 
6 plates. We need to stack all 6 states whose negative and 
positive electrode needs to beset parallel. For staking 
we use 4no’s,8mm mild Steel (MS) bolts.  But using an 

acrylic tube is a very good choice because of its lighter 
weight and prevents short circuits but unfortunately, we 
are unable to find an 8mm acrylic tube so we go with 
an MS tube.

Fig.4: Actual picture of Thrust Outlet

RESULT
Applying a high voltage across the grid and adjusting 
the distances so that only a glow discharge will occur, 
if a spark discharge occurs then no thrust will get at the 
output.

CONCLUSION
While making this project different types of propulsion 
systems are understood, and which is the most suitable 
engine for deep space research. In electric thrusters, DC 
high voltage is the essential requirement, and we have 
a great chance to learn the circuitry of how to generate 
DC high voltage—also finding out the reason electric 
thrusters are only useful in a space.

At the start decided to make a fuel-powered (xenon) 
electric ion engine so all the necessary information could 
be gathered and required components where they are 
found, but most of the components are not available in 
India and their cost is too high and a precise machinery 
and laboratory is required to make a fuel power engine.

Instead of changing the idea we decided to make a 
base model of the engine that works on atmospheric 
conditions and successfully made a prototype model 
of the Ionic thruster. Since there is no fuel, it cannot 
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be able to pull the huge satellite, but the base model 
successfully demonstrated the practical working of 
electrostatic ionic thruster.
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ABSTRACT
The increasing prevalence of Electric Vehicles (EVs) on the roads has led to a corresponding rise in emissions from 
transportation, causing environmental and health concerns. Electric transportation offers a solution by emitting 
fewer pollutants during operation. However, a significant challenge for EVs is the availability of suitable refueling 
options compared to Internal Combustion Engine Vehicles (ICEVs). This research introduces two refueling 
approaches: Electric Vehicle Charging Stations (EVCS) and Electric Vehicle Battery Swapping Stations (EVBSS). 
Both methods involve either recharging the EV through grid connection or swapping the depleted battery with a 
charged one. Charging management strategies are assessed under decentralized and centralized control in a multi-
aggregator setting. The study includes recommendations based on the results.

KEYWORDS : Wireless power transfer, Electric vehicle, Wireless charging, Environmental impact, Energy 
efficiency.

INTRODUCTION

Advancements in technology, coupled with 
population growth and the expansion of amenities, 

are paving the path toward an elevated lifestyle and 
improved quality of life. The global trend is moving 
towards increased connectivity among various elements 
to enhance existing facilities and promote better living 
conditions for all citizens. This shift is gradually 
steering towards the development of Smarter Cities, 
emphasizing interconnected and sustainable urban 
growth.

Smart City Development

Smart City development focuses on practices in different 
parts of our society that are sustainable and have as 
little as possible negative impact on the environment 
[1]. Fur- thermoses, the development is citizen centric, 
i.e. the opinions, concerns and the feedback of the 
citizens is of prime importance in bringing about 
changes in the society. A city’s”smartness” is not 

only reflected in its technology but also by its people 
[2]. The term ’Smart citizens’ refers to a population 
that takes informative and sustainable decisions for 
the betterment of their current conditions. A primary 
feature of Smart Cities is the utilization of advanced 
Information and Communication Techniques (ICT) 
for addressing challenges that are present in the city. 
Broadly classifying, Smart City Development may be 
sectioned into the following segments:

• Smart Living - Relates to the overall living conditions 
of the people. The techno-orgy remains interconnected 
leading to easier and better living conditions. [2] Smart 
Living is focused on better health care, safety and 
education [3].

• Smart Mobility/ Transportation - Smart mobility refers 
to improvements in the mode of transportation that stays 
away from using petrol and diesel based vehicles as they 
release a high particulate emission which is poor for the 
environment. This further includes improvements in 
road infrastructure and traffic management. Poor traffic 
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the environment in which the scheduling is carried out 
has been presented.

ENVIRONMENT CLASSIFICATION FOR 
EV REFUELING
The EVCS problem is addressed as an optimization 
problem that optimizes a parameter based on the 
scheduling environment of the problem. The environment 
under which the scheduling taken place may be further 
classified based on [12] [13]: (i) Scheduling Control (ii) 
Mobility Parameters (iii) Scheduling Request Time and 
(iv) Stakeholders. 

Fig.1

This is summarized in Figure 1 and discussed as follows:

1. Stakeholders - Primarily, three entities are concerned 
as the major stakeholders in EV charging management 
problem and are categorized as follows:

i) Power Grid

ii) EV Owner

iii) Service Provider/ Aggregator

2. Mobility Parameters - Mobility Parameters for any 
vehicle are related to its geo- graphical location and trip 
details [14] [15]. It includes the source/ destination of 
travel, the route that is being taken, the time of departure 
from the source and the tentative time of arrival at the 
destination. If a charging station is on the route of the 
EV, then the State of Charge (SOC) level will drop from 
the time when the request was made by the time the EV 
reaches the charging station.

Inclusion of mobility parameters, or mobility 
awareness, implies that this variation in the SOC would 
be included while scheduling the EV so as to ensure 

management and road conditions lead to extended time 
that is spent by the vehicle on the road, and therefore 
increased emissions [3] [4].

• Smart Energy and Grids The energy sector and the 
power grid are major components in the quality of life. 
Smart Energy refers to smarter generation of power 
from renewable sources as well as conservation and 
appropriate use of the generated energy. Smart Grid 
encompasses load management, power quality and 
reliability management, decreasing losses on the grid, 
and other power grid related aspects.

• Smart Buildings and Urban Planning - Increased 
quality architecture and better designs that not only 
incorporate the growing population density but 
provides them with healthy living conditions [2] [3]. 
This includes the development of road networks, green 
buildings and use of renewable/sustainable material and 
energy management.

• Smart Governance - Increase in smart communication 
with the citizens and developmental policies that 
incorporate the citizen point of view and their needs 
[3]. Also, policies that encourage sustainability in the 
growth of the city.

• Smart Economy - Presence of an urban openness and 
service innovation that allows for economic policies for 
the betterment of the people [2] [3].

Within each group, the development focusses on 
sustainable solutions that require active and smart 
participation from the citizens. The categorization of 
any city as Smart City involves the development of ICT 
so as to allow interface between the different aspects for 
coordination, development and improvement.

The charging management of Electric Vehicles is 
dependent on several different aspects. This includes 
the environment in which the scheduling is carried 
out along with the charging framework that is being 
employed. Broadly considering, the frameworks are 
divided into charging and swapping infrastructure. This 
may of course be further evaluated for other applications 
of renewable assisted charging and swapping stations. 
In this chapter, survey of literature focusing on the 
different frameworks for EV charging management and 
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that the appropriate desired SOC levels are met. Static 
scheduling does not consider the mobility parameters 
and it based on the initial SOC at the time of the request.

3. Control - Control of the scheduling refers to the 
entity that finalizes the time and location of scheduling. 
All scheduling requests are made by the EV owner to 
the aggregator which schedules the EV. The finalization 
may be done in two ways [12]:

i) Centralized Scheduling - The aggregator, based on 
the SOC and other parameters specified of the user, 
schedules the EV at an appropriate charging station for 
the required number of charging slots. The mobility 
parameters may or may not be considered here.

ii) Decentralized Scheduling - Decentralized scheduling 
may be approached in two different ways (Figure 2.2 (a) 
and (b)). 

Fig. 2. (a) and (b)

As in Figure 2.2 (a), here the EV driver searches for the 
appropriate time and location for refuelling. However, 
this is a complex process and would require a significant 
devotion of time from the consumer’s side. In Figure 2.2 
(b), the aggregator determines the possible options for 
scheduling and communicates them to the consumer, 
who makes the final choice of the scheduling.

4. Scheduling Request Time - This signifies when the 
scheduling requests are made and are further classified 
as [12] [13]:

i) Offline - The scheduling requests are received prior 
to the start of the scheduling period. The aggregator 
receives all requests prior to a set time limit and then 
schedules all the received requests.

ii) Online - The scheduling requests are received in real-
time, which may be during the scheduling period. This 
offers a more convenient option for EV scheduling, 
however, is greater in complexity and is more difficult 
to manage due to the variable times required for 
recharging by the EVs.

It is observable that as the EVCS problem is approached 
as an optimization problem, it is important to identify 
the feature/parameter that is being optimized and in 
the environment it is being optimized in. Furthermore, 
as the EV SOC varies with its location with respect to 
its source and the charging station, it is important to 
consider the mobility patterns along with the vehicle 
routing so as to understand the charge depletion of the 
EV along with traffic related delays that may impact the 
charging of the EVs.

In the consequent sections, a few of the literature 
is evaluated with respect to the stakeholders and 
the framework (charging or swapping that has been 
utilized). While evaluating the literature with these two 
key points, other environment particulars have also 
been explored.

2.2 Frameworks - Charging and Swapping

Two major frameworks may be considered for 
the management of Electric Vehicles in different 
stakeholder scenarios. These are Charging and 
Swapping frameworks.

The EV charging stations are generally classified 
based on their charging rates as Level 1, Level 2 and 
Level 3 [16]. A further classification may be included 
that categorizes the charging station in terms of their 
location. They are classified as:

i) Residential charging - The EV owner charges at their 
home/living society. This is accessible to the resident 
only.

ii) Commercial/ Industrial/ Workplace - In order to 
promote the use of EVs, a number of commercial and 
industrial locations have started implementing charging 
stations at their parking lots so as to allow the EV owner 
to charge while they are at work or out for entertainment. 
These are, however, only accessible to employees and/
or people that are visiting the commercial complex.
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iii) Public Charging Stations - These charging stations 
aim at mimicking the functionality of the refueling 
stations for ICEV. They are accessible to all customers.

A comparison of the charging stations based on their 
location is presented in Table 2.1 [17][18].

In this research, the EVCS problem is addressed and is 
discussed in the following sections based on different 
techniques and the environment in which the scheduling 
is done.

Electric mobility falls under two different sections of 
Smart Cities. It covers the transportation section as 
well as the power grid and energy management. The 
EV operates on the road but requires the power grid for 
recharging.

Various charge scheduling techniques have been 
employed to optimize charging costs and off-peak 
charging activity [6], as well as to understand charging 
patterns based on user behavior [7]. These techniques 
include first available scheduling (FAS), random and 
first available scheduling (RFAS), greedy local search, 
Simulated Annealing, and heuristic algorithms. Linear 
programming approaches have been used to implement 
decentralized scheduling in order to reduce consumer 
pricing costs [8]–[9]. Research has been done on the 
effectiveness of mobility-aware scheduling, comparing 
static and dynamic scheduling [10], examining the 
influence of EV arrival times [11], and utilizing 
mobility patterns to execute recharge scheduling [12]. 
Scalable scheduling has been achieved by the use of 
Monte Carlo [14], a cooperative distributed method, 
and a multi-agent strategy [13].

Aggregator and customer advantages are traded off in 
the process of optimizing stakeholder benefits. In order 
to maximize aggregator profit and minimize charging 
cost, [15]–[16] make an effort to address the benefits of 
both stakeholders in a multi-objective manner, where 
they are able to strike an ideal trade-off. The benefits of 
all three stakeholders are maximized by a workplace-
based charging station [18] and a coordinated charging 
framework in a multi-aggregator scenario [17]. 
Moreover, schedule cooperation amongst aggregators 
has been investigated for profit maximization. A multi-
aggregator collaborative scheduling strategy is used 
by Mukherjee and Gupta [19] in an effort to maximize 

aggregator profits and the number of vehicles scheduled 
in offline and online scenarios. Although more EVs 
were scheduled as a result of cooperation, there was no 
discernible difference in the profit when compared with 
the non-collaborative scenario [19].

In [17], aggregators and the distribution system 
operator (DSO) administer a centralized hierarchical 
architecture for coordinating PEV charging over 
several decks in an effort to maximize profits through 
cooperative charging. The outcomes of collaborative 
scheduling were somewhat higher. In order to optimize 
the aggregators’ profit through cooperative scheduling 
and inter-aggregator energy trading (IET), a centralized 
distributed optimization approach was devised in 
[20]. Higher profits were obtained with cooperative 
scheduling that included energy trading. According to 
the research, collaborative scheduling results in more 
scheduled electric vehicles (EVs), but no corresponding 
improvement in profits is seen.

Another framework that may be explored is that of 
swapping stations. Here, instead of the EV being 
charged upon its arrival at the charging station, the 
depleted battery is exchanged with a charged battery 
[11,19–26]. The depleted battery is then recharged 
by the service provider at a convenient time. In the 
swapping framework, the controlling environments may 
be classified as Centralized and Decentralized along 
with the benefits of the different stakeholders being 
optimized. Unlike the charging stations, the literature 
classifies the BSS as public swapping station only.

However, two different frameworks for BSS may be 
considered as BSS and CBSS. The first provides the 
facility of Swapping to the driver and the charging 
and battery swapping station (CBSS) provides the 
opportunity to driver to choose either swapping or 
charging of the EV.

The multi aggregator EV charging station framework 
is explored for Non- collaborative and collaborative 
scheduling under centralized and decentralized control. 
The results are evaluated for aggregator profits and 
the response of the driver in terms of satisfaction and 
willingness. Furthermore, routing and PV assisted 
charging stations are explored to evaluate their 
efficiencies.
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For the different control schemes, the evaluation of the 
developed URIs, ri and satf showcases the applicability 
and accuracy of these indicators while evaluating 
the response of the EV drivers. The results indicate 
better performance in the decentralized scheduling as 
compared with centralized scheduling in terms of driver 
satisfaction and willingness. The profits in NCOs are 
greater in DES whereas CES exhibits greater profits in 
collaborative scheduling. An advantage presented by 
DES is also in the safety aspect

The EV charging station framework, although effective 
in a public charging application with fast charging 
capabilities, is still inconvenient for the driver. With 
consideration for mobility parameters, the majority 
of requests coincide with peak load hours resulting in 
numerous EVs remaining uncharged. With limitations 
of slots to charge, these EVs if scheduled would add 
a significant load to an already high existing load at 
those hours. This problem is potentially addressed by 
a separate framework called as the battery swapping 
framework.

Battery Swapping Stations Scheduling

The charging management of variable number of 
charging requests has been attempted at plug-in 
charging stations that allow the vehicle to be charged 
upon their arrival at the location in the previous chapter. 
Where this technology is most frequently deployed, 
there are significant drawbacks that are encountered by 
this framework. A major drawback remains the waiting 
period for the EV driver while the EV recharges. 
Another challenge is posed in terms of the availability 
of the appropriately sized land, specifically in densely 
populated areas, and the load that would be reflected 
onto the grid, especially with increasing penetration 
of EVs and/or high population density. As was shown 
in the results of the previous chapter, as the number 
of charging requests is increased, the consequent 
load increases. Furthermore, due to mobility aware 
scheduling, the timing of the scheduling is important. 
Since there is variability in the charging duration for 
each EV due to variations in the SOC, a greater number 
of EVs may not be accommodated.

• Battery Swapping Station (BSS) - The depleted 
battery is swapped from the EV and replaced with a 
charged battery.

• Charging and Battery Swapping Station (CBSS)- 
Based on the availability of resources and/or driver 
preferences, the EV may be scheduled for swapping 
or charging at the swapping station.

The swapping frameworks have been presented in this 
chapter for an offline scheduling for Single Aggregator 
and Multi-aggregator in centralized and decentralized 
control. The Multi-Aggregator framework has further 
been presented for non-collaborative and collaborative 
scheduling. The primary stakeholders remain the same 
as for EVCS and are the grid, EV driver, swapping 
stations and the aggregators.

This Paper presents the charging management of 
Electric Vehicles for a large number of scheduling 
requests to represent higher penetration and/ or EVs 
in a high population density area. The charging 
management is carried out in charging station and 
battery swapping frameworks to maximize the profit of 
the aggregators. The scheduling environment is multi 
aggregator, day-ahead and mobility aware. In keeping 
with the Smart City paradigm, the EV management is 
carried out with consideration to the preference of the 
customer while maximizing the aggregator profits. The 
consequent chapters in the thesis present an exploration 
of the mentioned frameworks for refueling EVs. A brief 
overview of the chapters is presented as follows:

PROPOSED SYSTEM
The main contributions of the thesis to the existing 
literature focus on the development of the single and 
multi-aggregator non-collaborative and collaborative 
scheduling environments under different control 
schemes concerning Centralized and Decentralized 
approaches. The formulation of the profit maximization 
incorporates the benefits of the aggregators and also 
includes the benefits of the EV drivers by the use of User/
Driver Response Indicators proposed and developed 
in this thesis. The developed indicators are used to 
evaluate the satisfaction levels and the willingness of 
the driver to adhere to a particular scheduling. Similar 
to the EV charging stations (EVCS), Photo Voltaic 
assisted charging stations (PVCS) are evaluated in 
non-collaborative and collaborative multi-aggregator 
scheduling. In the swapping framework, in addition 
to the option to swap the batteries at battery swapping 
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stations, charging and battery swapping stations 
(CBSS) are also presented along with the respective 
profit formulations. A comparative analysis of the 
different techniques and an overall comparison of the 
frameworks have been presented. The development 
of the user response indicators and respective penalty 
factors to incorporate the benefits of the EV driver 
while maximizing the benefits of the aggregator is a 
significant aspect of this work which has been evaluated 
in different frameworks and control schemes.

CONCLUSION

Based on the developed demand, the objective remains to 
maximize the profit of the aggregator which is done using 
two control approaches: Centralized and Decentralized. 
The EV charging station problem is formulated in these 
control schemes for multi-aggregator scheduling and 
is evaluated in non-collaborative and collaborative 
scheduling. The scheduling is evaluated without and 
with the inclusion of the driver response in the profit 
equations. Similar approach is devised and carried out 
for swapping stations where the scheduling is managed 
for Battery Swap Stations (BSS) and EV charging and 
Battery Swap Stations (CBSS). The formulation of the 
multi-aggregator profit maximization along with the 
inclusion of driver parameters has been presented in 
decentralized and centralized control. A comparison in 
the performance of these two approaches, i.e. EVCS and 
BSS has been presented and their collective advantages 
and shortcomings have been discussed. The response 
of the EV driver has been evaluated for both schemes 
under centralized and decentralized control.
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ABSTRACT
As we traverse deeper into the era of Industry 4.0, characterized by the fusion of digital technologies, artificial 
intelligence (AI), and automation, the transformative potential of AI, machine learning (ML), Internet of Things 
IoT, etc emerges as a central force. This paper presents a comprehensive examination of the profound impact 
that AI ML and IoT have on Industry 4.0 across various sectors and applications. Firstly, the paper delves into 
the foundational concepts of Industry 4.0, elucidating its core principles and technological underpinnings. It then 
proceeds to explore the pivotal role of AI, ML and IoT within this framework, highlighting their capabilities to 
drive efficiency, innovation, and agility across industrial processes. The discussion encompasses diverse domains 
where AI, ML and IoT are revolutionizing operations. In manufacturing, predictive maintenance powered by 
AI algorithms optimizes machinery uptime and reduces downtime costs. Supply chain management benefits 
from AI-driven demand forecasting and intelligent inventory management, enhancing responsiveness and 
minimizing inefficiencies. AI-enabled quality control ensures product consistency and reduces defects, bolstering 
competitiveness. Furthermore, AI, ML and IoT etc are reshaping the landscape of robotics and automation, enabling 
the development of autonomous systems capable of adaptive learning and decision-making. In the realm of smart 
factories, AI, ML and IoT driven analytics harness data from interconnected sensors and devices to optimize 
production workflows and enable real-time decision support.  Even the new Education Policy (NEP) 2020 is 
looking forward of creating the technical human resource and engineering professionals with multidiscipline 
knowledge as per the need of Industry 4.0.  In conclusion, the integration of AI, ML and IoT etc. into Industry 4.0 
heralds a new era of digital transformation, offering unprecedented opportunities for efficiency, innovation, and 
competitiveness.

KEYWORDS : Industry 4.0, NEP 2020,AI,ML, IoT, Multidisciplinary education.

INTRODUCTION

The advent of Industry 4.0 is the need of time for 
developing India and marks a pivotal moment in the 

evolution of manufacturing and industrial processes, 
defined by the integration of digital technologies, 
automation, and data-informed decision-making. At 
the heart of this transformation lie artificial AI, ML and 
IoT, etc, poised to revolutionize how industries operate, 
innovate, and compete in the global market. Industry 
4.0 represents a paradigm shift, transcending traditional 
manufacturing practices to embrace interconnected 

the Internet of Things (IoT),cyber-physical systems, 
and cloud computing. This interconnectedness fosters 
unprecedented levels of data generation and exchange, 
optimize processes, and drive autonomous decision-
making [1-3].

However, while the promise of AI and ML is 
immense, so too are the challenges and considerations 
that accompany their integration into industrial 
ecosystems. The imperative for addressing ethical 
quandaries concerning data privacy, algorithmic bias, 
and the displacement of human labor highlights the 
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Modularization: Modular production systems allow 
rapid reconfiguration and customization to meet 
dynamic market demands, ensuring flexibility and 
scalability.

Industry 4.0 promises to unlock new levels of efficiency, 
innovation, and sustainability across sectors such as 
manufacturing, logistics, healthcare, and energy. In 
the era of rapid technological advancement and digital 
disruption, Industry 4.0 not only transforms production 
but also prompts a reimagining of industry itself. 
Organizations embarking on this transformative journey 
must embrace continuous adaptation and innovation to 
thrive in the digital age [9].

Need of AI, IOT, Machine Learning in Industry 4.0

In Industry 4.0, the integration of artificial intelligence 
(AI), Internet of Things (IoT), and machine learning 
(ML) technologies is crucial for several reasons like

Real-time Data Insights: IoT devices generate vast data 
in machinery, products, and production environments. 
AI and ML analyze this data for proactive decision-
making, predictive maintenance, and process 
optimization.

Predictive Maintenance: AI and ML analyze IoT 
sensor data to predict equipment failures, scheduling 
maintenance efficiently, minimizing downtime, and 
extending asset lifespan [10-12].

Optimized Production Processes: AI-driven analytics 
identify inefficiencies and bottlenecks in production 
workflows, leveraging IoT data and ML algorithms 
to streamline operations, reduce waste, and enhance 
productivity.

In summary, the integration of AI, IoT, and ML in 
Industry 4.0 unlocks efficiency, productivity, and 
innovation across sectors. Harnessing data-driven 
insights and autonomous systems enables organizations 
to thrive in a competitive business landscape [13].

Changing technical requirement for Industry 4.0

The technical requirements for Industry 4.0 are rapidly 
evolving with the emergence of new technologies and 
the maturation of existing ones. Key evolving technical 
requirements include:

necessity of responsible and inclusive deployment 
strategies. Moreover, the complexity of AI and ML 
implementations necessitates robust cyber security 
measures to safeguard against potential vulnerabilities 
and threats [4, 5].

In light of these opportunities and challenges, this paper 
endeavors to provide a comprehensive examination 
of the impact of AI, ML and IoT on Industry 4.0. By 
exploring key applications, emerging trends, and critical 
considerations, it seeks to elucidate the transformative 
potential of these technologies and pave the way for a 
future of intelligent, adaptive, and sustainable industries 
[6].

Industry 4.0

Industry 4.0, dubbed the Fourth Industrial Revolution, 
marks a profound transition in manufacturing and 
industrial production, integrating digital technologies, 
automation, and data-driven processes. This paradigm 
shift merges physical and digital realms, where cyber-
physical systems (CPS), the Internet of Things (IoT), 
and artificial intelligence (AI) converge, creating 
interconnected ecosystems of unprecedented complexity 
and capability. This fusion transcends traditional 
boundaries, empowering industries with enhanced 
efficiency, agility, and intelligence. Originating in the 
early 21st century, Industry 4.0 is driven by advances 
in computing power, connectivity, and data analytics, 
leading to the emergence of smart &intelligent factories 
[7, 8]. The five Key pillars of Industry 4.0 generally are

Interconnectivity: IoT devices and sensors enable 
seamless communication and data exchange among 
machines, products, and systems.

Information Transparency: Real-time access to data and 
analytics offers stakeholders unprecedented visibility 
into the production process, facilitating informed 
decision-making and optimization.

Technical Assistance: AI, machine learning, and 
augmented reality empower workers with intelligent 
tools, enhancing productivity and quality.

Decentralized Decision-Making: Cyber-physical 
systems autonomously make decisions, enabling 
adaptive and responsive operations without centralized 
control.
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Interoperability: Industry 4.0 environments demand 
standardized communication protocols and interoperable 
platforms to facilitate seamless integration and data 
exchange between diverse components, machines, and 
systems [6-8].

Edge Computing: There’s a shift towards edge 
computing solutions to process and analyze the growing 
volume of IoT-generated data closer to the source, 
reducing latency, conserving bandwidth, and enhancing 
real-time decision-making capabilities [7, 9].

Artificial Intelligence and Machine Learning: AI and ML 
technologies are pivotal in Industry 4.0 for predictive 
analytics, autonomous decision-making, and intelligent 
automation, requiring algorithms capable of extracting 
actionable insights, optimizing processes, and adapting 
to dynamic industrial environments [10,12].

Cyber security: With the proliferation of connected 
devices, robust cyber security measures such as 
encryption, authentication, access control, and intrusion 
detection are essential to safeguard sensitive data and 
critical infrastructure from cyber threats.

5G and Low-Latency Connectivity: Deployment of 
5G networks and low-latency connectivity solutions is 
driving real-time applications, demanding reliable, high-
speed communication networks to support bandwidth-
intensive applications, remote monitoring, and seamless 
collaboration across distributed environments.

Digital Twins: Adoption of digital twin technology for 
virtual replicas of physical assets demands advanced 
modelling and simulation tools, data integration 
capabilities, and real-time synchronization between 
physical and virtual environments for simulation, 
optimization, and predictive maintenance.

Augmented Reality and Virtual Reality: AR and VR 
technologies are revolutionizing industrial interactions, 
requiring immersive interfaces, 3D visualization tools, 
and wearable devices to enhance situational awareness, 
training, and troubleshooting capabilities.

Sustainability and Green Technologies: Industry 4.0 
emphasizes adopting green technologies and renewable 
energy sources, necessitating energy-efficient systems, 
eco-friendly materials, and innovative solutions to 
reduce carbon emissions and environmental impact.

In summary, the evolving technical requirements for 
Industry 4.0 underscore the digital transformation, 
innovation, and sustainability imperative in industrial 
settings. By embracing emerging technologies and 
addressing key challenges, organizations can leverage 
Industry 4.0 to enhance efficiency, agility, and 
competitiveness in the global market [9-11].

LITERATURE SURVEY
The emergence of Industry 4.0 has transformed 
manufacturing and industrial processes, with artificial 
intelligence (AI) and machine learning (ML) playing 
pivotal roles. This literature review aims to synthesize 
existing research on the impact of AI, ML and IoT 
within Industry 4.0, drawing insights from previous 
studies and identifying key trends and gaps in current 
knowledge.

Foundations of Industry 4.0:Previous research by Lu 
et al. (2017) laid the groundwork for understanding the 
core concepts of Industry 4.0, including cyber-physical 
systems and the Internet of Things (IoT) [14]. Their 
study emphasized the importance of digital technologies 
in enabling intelligent manufacturing ecosystems. 
Building upon this foundation, Schumacher et al. (2018) 
explored the integration of AI and ML techniques 
within Industry 4.0, highlighting their potential to drive 
efficiency, innovation, and competitiveness [15].

Applications of AI and ML in Manufacturing: Research 
by Tran et al. (2019) investigated the application of AI 
and ML in predictive maintenance for manufacturing 
equipment [16]. Their findings demonstrated significant 
improvements in equipment uptime and maintenance 
efficiency, illustrating the tangible benefits of AI-driven 
predictive analytics. Additionally, Wang et al. (2019) 
examined the role of AI-enabled robotics in automating 
production processes, showcasing how intelligent 
automation enhances productivity and flexibility in 
manufacturing operations [17].

AI and ML in Supply Chain Management:Studies by 
Jiang et al. (2018) and Sun et al. (2020) explored the 
application of AI and ML algorithms in supply chain 
management within the context of Industry 4.0. Jiang 
et al. (2018) investigated the use of predictive analytics 
for demand forecasting, highlighting the role of AI in 
improving supply chain visibility and responsiveness. 
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Sun et al. (2020) focused on AI-driven optimization 
techniques for inventory management, demonstrating 
how ML algorithms minimize stock outs and excess 
inventory while improving cost efficiency [18, 19].

Challenges and Ethical Considerations: Research 
by Mittal et al. (2019) examined the challenges and 
ethical considerations associated with the widespread 
adoption of AI and ML in Industry 4.0 [20]. Their 
study identified issues such as data privacy, algorithmic 
bias, and job displacement as significant concerns that 
require careful consideration. Additionally, Liu et al. 
(2021) emphasized the importance of robust cyber 
security measures to mitigate the risks of cyber threats 
and ensure the integrity of AI-driven industrial systems 
[21].

Future Directions and Opportunities: Looking ahead, 
research by Zhang et al. (2022) identified future 
research directions and opportunities for advancing the 
integration of AI and ML in Industry 4.0. Their study 
emphasized the need for interdisciplinary collaboration, 
regulatory frameworks, and ethical guidelines to 
harness the full potential of these technologies while 
addressing societal concerns. By synthesizing insights 
from previous studies, this literature review contributes 
to a deeper understanding of the transformative impact 
of AI and ML on Industry 4.0 and identifies avenues for 
further research and innovation [22].

NEP 2020 VISION
The National Education Policy (NEP) 2020 in the 
context of engineering envisions a transformative 
framework aimed at redefining there vamping the 
education system to align with the requirements of 
the 21st century. Here’s an overview of the NEP 2020 
vision for engineering education:

Holistic and Multidisciplinary Education: NEP 2020 
emphasizes a holistic and multidisciplinary approach to 
engineering education, encouraging students to explore 
diverse fields of study beyond their core disciplines. 
This interdisciplinary approach aims to foster creativity, 
critical thinking, and problem-solving skills among 
engineering graduates, preparing them for the complex 
challenges of the modern world [23, 24].

Flexible Curriculum and Choice-Based Credit System 
(CBCS): The policy advocates for a flexible curriculum 

and the implementation of a Choice-Based Credit 
System (CBCS) in engineering education. This allows 
students to select courses based on their interests, 
aspirations, and career goals, enabling personalized 
learning experiences and fostering a culture of lifelong 
learning.

In essence, the NEP 2020 vision for engineering 
education aims to transform the traditional paradigm 
of engineering education into a dynamic, inclusive, and 
future-ready ecosystem that nurtures innovation, fosters 
excellence, and contributes to national development.

If we take Mechanical Engineering degree program 
me as a case study then inclusion of subjects of 
disciplines like computer Science, AI, ML, Data 
Sciences, Electronics & Communication like AI, 
SAP, Programming, IoT, Electronics, Communication 
Technology, etc. at various semester levels from 1st 
to 8th semester will create a multi faculty, knowledge 
driven, multi skilled mechanical engineering human 
resource catering to the needs of Industry 4.0 [25-26]. 

CONCLUSION
The knowledge of subjects and futuristic technologies 
like AI, ML and IoT, etc in the technical human 
resource an important requirement of Industry 4.0. So 
also the vision of NEP 2020 is to create a multi skilled, 
multi disciplinary, knowledge driven technical human 
resource for enhanced employability. Thus inclusion 
of futuristic technology based domain areas of subject 
knowledge across the engineering and diploma students 
of any branch will just not be in consonance with the 
vision of NEP 2020 but will also greatly cater to the 
emerging needs and requirements of Industry 4.0. Thus 
we can conclude that when the government is keen to 
implement NEP 2020, the rampant speed with which 
the institutions are gonging Autonomous,  the societal 
demand of creation of employment, the advent of 
Industry 4.0, the skilled human resource requirement of 
industry 4.0, India emerging as hub for skilled human 
resource requirement of the world, it is high time for 
the Indian educational institutions and the universities 
to update, upgrade their curriculum with futuristic 
knowledge, in all the faculty domains for creating better 
employment opportunities for the youth, needs of the 
industries & the business world and support the country 
in becoming the 3rd strongest economy in the world.
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ABSTRACT
In the coming years, technology will impact the learning experience in many ways. By supporting IoT, educational 
institutions can enable more advanced learning and improve learning outcomes. The purpose of this research 
is to find the potential of IoT in higher realms. It takes effort to realize the full potential of IoT systems and 
technologies. This article presents research on the impact of IoT on higher education, specifically universities. 
IoT will dramatically change how universities operate and improve student learning .Brings great potential to 
universities and other educational institutions. The Internet of Things requires developments in which universities 
can play a pioneering role. Researchers and students are uniquely positioned to drive IoT discovery and development 
Furthermore , this paper provides evidence of this. The future of IoT in higher education in the coming years is a 
big challenge for higher education.

KEYWORDS : Internet of things, Higher education, Aspect of IoT, Potential of IoT, Components of IoT.

INTRODUCTION

The Internet of Things (IoT) is a transformative 
process in many aspects of our daily lives. 

Technologies differ from previous innovations because 
they are widespread and drive solutions. Advances 
in IoT are an important strategic technology trend . 
Ubiquitous sensors and the ability to bridge the gap 
between the physical world and the machine world. A 
major paradigm shift is the ability to integrate sensors 
into any object and use machine-to-machine (M2M) 
communication.

The Internet of Things is growing rapidly and is 
becoming an exciting and exciting topic. There are 
many signs that the Internet of Things will change 
the sector, including higher education institutions, 
especially universities. Become a pioneer in Internet of 
Things technology development with innovative and 
creative models.

IoT is a global physical network that connects devices, 
things and objects to the Internet. It is structures that 
communicate or interact with the internal and external 
environment as shown in Figure 1, the purpose is to 

exchange information through speech recognition 
devices. Therefore, IoT can be connected to anything 
and anyone from anywhere. The goal is to identify, track 
and manage assets. Online networks expand human-to-
human (H2H) communication. Human-to-Thing (H2T) 
or Thing-to-Thing (T2T), as shown in Figure 2 .

Fig. 1 IoT viewed as a global network  
(Source: Cisco IBSG, April 2011)  
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BASIC COMPONENTS OF IOT

Fig 3: Technology convergence
( Source: Friess, 2013)   

IoT is helping technology researchers to develop cheaper 
wireless devices. It is a system that requires less energy 
and can be integrated into all kinds of devices . The 
three IoT components that enable seamless connectivity 
are: Hardware: sensors,actuators and embedded 
communication devices, middleware: storage and 
computing tools for data analysis and presentation: 
new and easy-to-understand ideas and interpretations 
Tools are available on various platforms and can be 
designed for different purposes. Communicating with 
IoT nodes, from embedded technologies like ZigBee to 
low power with wireless technology and the power of 
bit-by-bit transmission, IoT will surpass other formats. 
Develops industrial and personal technology systems 
that enable microcomputer design for wireless data 
Communication. Some of these technologies may add 
some form of wireless sensor (WSN) capability.

CONCEPT OF DIGITAL CAMPUS
In the digital campus, technology can reduce operational 
costs, increase security and provide tools for students 
,staff and researchers . Its benefits provide real value 
to university activities, operation and development 
,student and researcher experience. Firstly  it reuses the 
IT service delivery platform (end-to-end infrastructure) 
to provide network connectivity, mobility and security 
to all applications and services to all over the camp. 
Second, there are many Internet of Things (IoT) 

Fig.2. Internet of everything

(Source: Cisco, April 2011).

Many research institutions and analysts are predicting 
the future of IoT and its potential impact on the Internet. 
Billions of physical devices around the world are 
equipped with digital sensors and connected to each 
other using arbitrary networks. By 2023, 4 billion devices 
will be connected, more than the entire population on 
Earth at the time, and that number is expected to triple 
to 38. The ability to interact with many everyday objects 
connected to the Internet provides access to unlimited 
information anytime, anywhere.

The IoT vision is based on the belief that microelectronics 
are constantly evolving. Communication and 
information technology as we have come to know it in 
recent years will continue to exist for the foreseeable 
future. Applications of IoT are already being used 
in areas such as healthcare and customer service. 
Sometimes it’s obvious how the Internet of Things will 
benefit education, but sometimes it’s not so obvious. 
The biggest impact of connected devices is on higher 
education and its associated potential impacts.

The future of universities is not the use and application 
of new technologies. This article provides an overview 
of  how IoT is impacting the future of  higher education. 
Some aspects of IoT are relevant to the higher education 
sector.
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applications. It is managed through a platform system that 
supports academics and enables training and coaching. 
“To improve educational experience and improve 
performance”: IoT applications differ from traditional 
methods. IoT Digital campus applications include five 
main areas: Building Control and Management; security 
and access control; video and information systems; 
location and attendance system;Energy Monitoring and 
Control system  as shown in Figure 4:

Fig. 4: IoT Applications for the Digital Campus
(Source: Cisco- Digitizing Higher Education to enhance 
experiences and improve outcomes.)

Wireless networks play an important role in digital 
schools and must be designed accordingly. There is a 
huge need for new universities.

Additionally, IoT is reinventing and transforming 
teaching and learning on campus. For example, IoT 
adopts a similar perspective on education, and by 
distributing educational spaces, training centers, sports 
venues, dormitories, restaurants, and students on 
campus, students can access the campus anytime and 
anywhere through the Internet of Things. You can go 
to physical, mental, and skill-based places where you 
can pick up a whole range of learning and training. This 
will lead to universities becoming ubiquitous learning 
and training .

IMPACT OF INTERNET OF THINGS ON 
HIGHER EDUCATION
Higher education institutions in general, and universities 
in particular, can collaborate across disciplines to 
advance advances in IoT technologies, business models, 
and ethics, and drive future IoT-enabled economies. We 
can also collaborate with business schools to define and 
design his IoT courses to develop new business models. 

According to Zebra Technologies, higher education 
institutions will begin to develop and use solutions 
such as radio frequency identification (RFID) and cloud 
computing using his IoT technology, allowing them to 
analyze and manage big data.

The Internet of Things is not only renewing technology 
and developing the industry, but it is also leading the 
industrial development. Extending the changes to 
the wider community, including higher education 
institutions. Leading change and innovation in higher 
education. The Internet of Things will cause changes in 
educational technology, changes in education, changes 
in teaching, and changes in functional observations of 
student performance. These days, especially university 
students, E-learning applications allow students to 
learn at their own pace and relearn. Classroom and 
home experiences increase progress and satisfaction. 
Teachers can provide individual training and continuous 
assessment of students . IoT technology allows teachers 
to collect data on student performance and make 
informed decisions. This data analysis helps educators 
make the right changes. Connected tools allow educators 
to intervene and to keep attendance records simplified. 
It offers warm-ups and exercises that students can do on 
their own equipment. Educators can monitor students’ 
mental performance during class. Addition, these tools 
can divert the student’s attention. 

This knowledge enables organizations to make informed 
decisions to enhance knowledge and experience of 
student learning, administrative skills, and campus 
safety. According to Zebra Technologies (2015), by 
improving asset knowledge, educational institutions 
can improve operational efficiency and a safer campus 
design.

Likewise, outside the classroom, universities can 
use connected devices to conduct assessments and 
monitor students, staff, resources and assets and 
reduce operating cost. Mobile technology and IoT can 
help universities improve campus safety and enhance 
access to information and applications at any time 
from anywhere. IoT is transforming not only facility 
management but also the learning experience for 
students by connecting people, data, and things.
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FUTURE OF IOT IN HIGHER 
EDUCATION
Universities have long recognized that technology can 
disrupt teaching, learning and assessment. Furthermore, 
technological change is essential. If the modern 
university is to differentiate its students’ access to 
high-quality educational programs and content then 
they must have the ability to train students to use new 
technology effectively. With the development of IoT, 
many universities have benefited from it. The Internet 
is firmly entrenched in universities, and e-learning is 
common in most university systems, as well as IoT 
enables better operational efficiency and learning 
environments. IoT can support classroom teaching by 
improving the learning environment. It also  improves 
teaching resources, improves teaching methods and 
techniques, increases administrative efficiency and 
saves administrative costs. Learning resources on 
devices such as e-books however, there is a need for 
new teaching technologies. Technology enhances 
the learning experience in many ways. The learning 
experience continues to become more virtual, students 
will consume knowledge and learn in new ways 
and classrooms. In the end, learning is an amazing 
experience. Teachers and students accelerate knowledge 
while providing new ideas and solutions. It also prepares 
students for their future careers and workplaces.

Technology will always have a place in all education 
sectors. Opportunities to study science, technology, 
engineering and mathematics (STEM) courses, e.g.  IoT 
technology. It’s easy to imagine how IoT capabilities 
could be used in STEM fields, robotics, and anything 
that involves collecting specific data. And all of this 
within the potential of the Internet of Things. Ultimately, 
however, educators must be able to identify the right 
technology and properly integrate it into the classroom 
for successful learning. While the core technologies of 
IoT are not yet clear, the point is certainly that much 
of the content is a result of ‘s new development phase. 
Given the need for advanced study, choosing the 
Internet of Things major is relatively easy and applies 
to graduate students. However, undergraduate students 
still require a wide range of core courses, so it is not easy 
to choose an IoT major on your own like other majors . 
New teaching methods for undergraduate students need 

to be explored . Different universities should consider 
the appropriate approach according to their specific 
characteristics. The system approach and course 
content must be gradually established and improved. 
As IoT achieves unity between the virtual world and the 
physical world, many new learning methods and cross-
sectional areas will emerge in the future .

Additionally, the future IoT economy can be shaped by 
experts and leaders in higher education. Therefore, the 
field of higher education must work together,Companies 
and industries to shape and build the future of the 
IoT-enabled economy. The higher education sector, 
particularly universities, has the potential to drive 
the future of IoT course design Technologies for 
technical and business leaders and student support and 
researchers are working in a variety of ways to develop 
new business methods that utilize IoT technologies.

CHALLENGES OF IOT IN HIGHER 
EDUCATION
The Internet of Things brings a lot of challenges and 
opportunities to higher education. The unique growth 
of ubiquitous computing, the development of his IoT 
technologies such as cloud computing, big data,  and 
analytics not only improve the core values of education 
and the quality of research, but also contribute to the 
development and promotion of education. will also 
contribute. New digital culture of IoT society. With an 
increase in online degree options and seamless access to 
course content in structured and unstructured formats, 
IoT is introducing digital dynamics to higher education 
institutions. The IoT represents a dramatic shift in 
traditional educational paradigms, while integrating 
a broader range of disciplines, including the social 
sciences, to enhance the value of big data available 
on social media. Some of his IoT challenges in higher 
education include:

Cloud Computing

Many universities are using hybrid cloud as their 
enterprise architecture to host IoT applications. 
Millennials, the most tech-savvy students in college, 
and the rise of tablet and mobile technology have opened 
new ways to increase the effectiveness of enterprise 
architecture, educational technology, and research and 
learning environments. With ubiquitous computing, 



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 192

Potential of IoT in Higher Education Dhatrak

the cloud provides seamless connectivity and services 
for information technology services. Currently, many 
higher education institutions’ enterprise architectures 
rely on hybrid cloud infrastructures with private cloud 
computing platforms, but enterprise and educational 
applications are gradually moving to the public cloud. 
The demand for content in educational technology, 
the significant increase in audio and video content for 
education, and the need for active enterprise networks 
require that the enterprise architectures of these 
institutions reduce latency.

Instructional Technologies

The use of LMS learning management systems such as 
Moodle and Blackboard is increasing and creating large 
amounts of structured and unstructured data, including 
audio and video. It gives an opportunity for students to 
access educational programs on demand at any time .

Mobility Applications

IoT applications can integrate mobile learning 
applications. The ideal application helps students 
improve their learning effectiveness. Some of these 
applications are also used by teachers to teach highly 
specialized concepts, complex physics, scientific 
simulations, and social topics.

Security and Privacy

Deploying IoT technology brings new and unique 
security and privacy challenges. Ensuring the security 
of IoT devices and services requires addressing these 
challenges and issues. One of the fundamental criteria 
of IoT is reliable privacy and security mechanisms . 
Higher education is vulnerable to security. The industry 
needs to develop standards to secure IoT applications. 
Because higher education creates millions of people. 
Applications must morally and ethically engage the 
future workforce to address cybersecurity issues. 
Society is becoming increasingly dependent on IoT 
applications. Therefore, developing effective and 
appropriate solutions to address IoT security challenges 
requires a collaborative approach to security and 
protection. Additionally, realizing the full potential of 
IoT requires strategies that consider people’s privacy. 
Therefore, to take advantage of these opportunities, 
new strategies must be developed that take into account.

Research Computing

Higher education will continue to benefit from the 
introduction of the IoT. Using big data, small universities 
can increase the breadth of interdisciplinary research 
and put in high performance computing (HPC), big data 
platforms and analytics. The need to define cooperation 
with the IoT ecosystem that uses mobile technology. 
Technical laboratories use audio and video, UAV, 
Raspberry Pi and open source systems for improving the 
learning process in engineering programs. A lot of big 
data generated by social media and general computing 
is still being used. through distributed computing 
platforms such as HPC, GPU clusters, Hadoop clusters 
and big data analytics to improve IoT research.

Quality and Ethics

The quality of learning both online and on campus 
and the rising cost of higher education has been 
intensely debated in latest years. The IoT offers unique 
opportunities to deliver digital courses. However, it 
also introduces challenges to maintain the quality 
of instruction and evaluation of students’ work. IoT 
educational applications need tools and technologies 
for instructors, professors and the scientific community 
to improve the quality of research and address ethics 
issues within higher education.

Financing

The cost of information technology increases over the 
years depending on content and application. In addition 
to information technology IoT infrastructures operating 
costs, information technology infrastructure and 
services cost is increasing. Higher education needs to 
develop new ideas for funding information technology 
infrastructure and services.

FUTURE WORK 

Technological advances such as the Internet of Things 
will help universities solve many challenges. IoT 
systems have great potential to create greater value. 

CONCLUSION 

The aim of this research is to examine the potential of 
IoT in higher education and find ways to increase it. You 
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can reap the benefits of solving the problem and reduce 
the problems associated with it. The project focuses on 
the implementation of IoT in higher education.
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ABSTRACT
Robotic Process Automation (RPA) is getting significant attention among the recently emerging technologies. 
Software robots act just like humans in understanding the sensor actions, responding to the keystrokes, directing 
systems, identifying and extracting data, and performing a variety of intellectual tasks. Robots are getting 
developed with three leading open-source RPAs such as UiPath Studio, Automation Anywhere and Blue Prism to 
interact with the real world. Such RPAs are also available with AI integration. Robotic processes can be made more 
sophisticated by integrating AI into them. This paper will focus on a comparative study of these platforms that will 
help commercial and experimenting individuals to choose the right platform for applications. A supporting case 
study demonstration of UiPath and UiPath AI Center is discussed which has considered both the front and back 
offices.

KEYWORDS : Robotic process Automation, UiPath, Automation anywhere, Blue prism, AI.

INTRODUCTION

Process Automation encompasses both Hard 
Automation, which involves specific and repetitive 

tasks performed by machines or robots, and Soft 
Automation, a more flexible version allowing for 
customized programming to meet product requirements 
[1]. Robotic Process Automation (RPA) falls under Soft 
Automation, enabling the automation of various manual 
processes typically burdening human workers with 
repetitive tasks [2].

In RPA, software bots are programmed to execute 
workflows, including tasks such as data reading and 
writing, numeric calculations, data modification, and 
updates [2]. Popular RPA tools include UiPath Studio, 
Automation Anywhere, Blue Prism, and others [3]. 
The rapid advancement of AI technology is driving 
the demand for faster and more efficient automation 
solutions. AI holds the potential to revolutionize 
business operations, increase efficiency, and enhance 
consumer satisfaction [4].

McKinsey reports that integrating generative AI 
with other technologies and automation could boost 
productivity by 0.2 to 3.3 percentage points annually 

[4].According to the findings of the Bain research study, 
improvement in productivity and efficiency is (85%), 
followed by cost savings (35%)are the most common 
motivations for adoption of AI [5]. As shown in the 
graph (Fig 1)  few business sectors are  implementing 
AI supported automation earlier and faster. The chart 
shows the percentage of adoption. 

Fig 1. Adoption of AI in automation as per Bain research 
study

According to the Bain research study,70% of 
respondents believe that AI-driven automation is 
extremely significant and vital. 45% believe that the 
melding of AI  and automation will lead to a significant 
transformation with unique opportunities.[5] The chart 
in Fig 2 shows the percentage of novel opportunities 
possible with AI adaption.
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UiPath

UiPath, established in 2005, is a leading open-source 
platform for Robotic Process Automation (RPA) 
[2]. Serving as an orchestrator architecture, UiPath 
facilitates the training and coordination of software 
robots. Its intuitive interface employs drag-and-drop 
functionality to construct workflows or sequences, 
available in classic and modern experiences. UiPath 
features two robot types: attended (requiring human 
assistance) and unattended (operating autonomously) 
[2].

Automation Anywhere

Automation Anywhere, Inc., formerly known as 
Tethys Solutions, LLC, introduced a fully web-based, 
cloud-native workspace in 2010, offering unparalleled 
automation flexibility [9]. Available in Server edition, 
this workspace enables users to develop automation 
processes with centralized security, user management, 
collaboration, deployment, and backup features. 
Being SaaS-based, it boasts rapid implementation 
and seamless pluggability. With API integration, 
Automation Anywhere workspace primarily serves 
business purposes.

COMPARATIVE STUDY
We have compared the top 3 RPA Tools . The comparison 
is based on the parameters as shown in Table 1. 

Basic parameters suggest architecture type, and whether 
supported by attended or unattended automation. Script 
and visual designer is for the graphic user interface. The 
openness of the platform states whether documentation 
is available or not. Recorder helps in faster coding and 
design implementation. Programming skills indicate 
user training. Community addition allows open 
sourcing. Future scope states how useful a particular 
technology can be in near future. From this comparison, 
UiPath is observed to be the best RPA tool as on today 
and we have used the same for the case study.[10]
Table 1. Comparison of three RPAs

Parameters UiPath Automation 
Anywhere 

Blue Prism

Architecture 
Type

Web-Based 
Orchestrator

Client- Server 
Based

Client- Server 
Based

Fig 2. Opportunities developed with the Adoption of AI in 
different sectors as per the Bain research study.

SYSTEM OVERVIEW
According to the Gartner study in  2023, Fig 3 shows 
the magic quadrant report that includes 16 enterprise 
RPAs.[6]

Fig 3 Magic quadrant for Robotics Process Automations

According to this report UiPath, Automation Anywhere, 
and SS&C Blue Prism are  observed to be the  best-
leading RPAs and  UiPath is recognized as a leader in 
the RPA. In this paper we are comparing these  three 
promising RPAs .

Blue Prism

Blue Prism was  developed by  a group of process 
automation experts  in 2001  to improve the efficiency 
and effectiveness of organizations  needed for 
automation. [7]  It provides a digital workforce designed 
to automate complex, end-to-end operational activities.
[8] It has a large library of automation. It is used in 
analytics and decision management applications. It is a 
secure and stable product.
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Front Office/
Attended 

Automation

Available Not Available Available

Back Office/
Unattended 
Automation

Available Available Available

Script Based 
Designer

Not Available Not Available Available

Visual Process 
Designer

User friendly Moderate Developer 
friendly

Openness Free 
Forums and 
documenta-

tion available

Commercial 
documenta-

tion available

Commercial 
documenta-

tion available

Recorder Available Not Available Available
Control 
through 
Coding

Not Available Available Available

Future Scope Indefinite Comparat-
ively Less

Compara-
tively Less

Community 
Eddition

Available Not Available Available

UIPATH AI CENTER
It is a cloud-based architecture where we can integrate 
automation with AI and Machine Learning ML models. 

Fig 4 UiPath AI Center Architecture

IMPLEMENTATION
Here we have done an image analysis using UiPath 
studio and AI center. UiPath AI center has in-built 
Machine Learning packages and Skills. These ML 
packages and skills can be utilized as per user needs. 
User need to select ML package and configure it. Later 
ML skill and model is deployed. Sequence is created 
with UiPath Studio Application and input is fed before 
executing the operation. Fig 4 and 5 show the steps. Fig 

6 shows the input given to the UiPath studio in the form 
of image and program is executed to count the number 
of coffee glasses in the sample image. The glasses are 
marked in Fig7 by UiPath studio. Image analysis was 
done by a robot and it took only 27 to 29 seconds to 
analyse the image and produce the  correct output.

Fig 4 UiPath AI Center View

Fig.5 Sequence from UiPath 
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Fig 6 Input to the UiPath Studio

Fig 7 Output from the UiPath Studio

FUTURE SCOPE
In the future with AI and ML integration, the scope of 
UiPath will extend to the point where Bots will perform 
simple operations without human intervention. We 
can extend the implementation of UiPath and UiPath 
AI center to automate the surveillance system where 
we can keep records of people visiting the places and 
classify the visitors as Regular and new which can be 
accessed later by the authorized person.

CONCLUSION
Robotic Process Automation (RPA) is providing fast 
solutions for the tedious jobs of data identification, 
extraction and analysis with no human intervention. 
UiPath Studio is a user friendly platform  to interact 
with the real world problems. Robotic processes can be 
made more sophisticated by integrating AI supported 
by this tool. A supporting case study demonstration 
of UiPath and UiPath AI Centre  has assured the 
effectiveness of the concept of AI supported RPA for 
the efficient automation.
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ABSTRACT
This paper focuses on enhancing the accuracy of Algorithm Design for MIMO-OFDM systems, aiming to mitigate 
the detrimental effects of pilot contamination. It introduces a Bayesian Channel Assessment technique and 
advocates for algorithm construction using Singular Value Decomposition (SVD) and Space-Time-Block-Coding 
(STBC) methodologies. By leveraging STBC, the system achieves full diversity and diversity gain at high transmit 
rates, while implementing ISI-free SVD for channel coefficient matrix estimation. Comparatively, UW-OFDM 
systems demonstrate higher data throughput than CP-OFDM systems due to the incorporation of the Unique-
Word (UW) strategy, where the guard interval is part of the DFT interval. Furthermore, the paper examines UW 
performance across various constellation approaches, including QPSK, 4-QAM, 8-QAM, and 16-QAM.

KEYWORDS : MIMO-OFDM system, Bayesian channel recognition, STBC technique, SVD subspace method, 
Unique-Word

NOMENCLATURES
{.}T  Transpose Operation
{.}H Conjugate Transpose
IK   K×K Identity matrix
X⊗Y Kronecker product of X and Y
vec(X) Vector form of  X

INTRODUCTION
In the realm of contemporary wireless communication, 
MIMO systems stand as pillars, leveraging multiple 
antennas at both transmitter and receiver ends to optimize 
spectral efficiency and achieve high data rates. Space-
time coding techniques bolster reliability by combating 
fading effects, while OFDM systems serve as bedrock, 
offering robustness, spectral efficiency, and adept 
handling of interference challenges. The integration 
of MIMO and OFDM, known as MIMO-OFDM, 
capitalizes on these strengths and seamlessly adapts 
to multi-user communication scenarios. Addressing 

pilot contamination issues, recent advancements have 
seen the introduction of compressive sensing methods, 
reducing overhead through improved channel estimation 
accuracy. Bayesian channel estimation techniques, like 
LS and LMMSE estimators, provide nuanced trade-offs 
between simplicity and precision. Meanwhile, Space-
Time Block Coding (STBC) enriches multi-antenna 
communication by leveraging channel diversity 
for enhanced transmission parameter estimation. 
Moreover, the adoption of Unique Word (UW)-OFDM 
configurations offers a promising avenue to bolster 
throughput and spectral efficiency, presenting a viable 
alternative to conventional cyclic prefix methods [1-6].

REVIEW OF UW-OFDM: SYSTEM 
MODEL AND UNIQUE WORD 
GENERATION
OFDM System Model

In OFDM systems, N data symbols are transmitted 
concurrently across N orthogonal subcarriers, allowing 
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Where  is N-point DFT/FFT matrix and given 
by . Now for any OFDM system the 
procedure discussed above is applicable. As we know 
UW is a deterministic sequence generated and is 
represented as . And at the end of each time 
domain OFDM symbol this deterministic UW sequence 
is inserted.  Formulation of this can be:

     (3)

Where  represents a vector which has 
the random time domain samples that are affected by 
the data d ̈. The two-step approach is helpful to generate 
UW-OFDM symbol. 

Step-1: A time domain OFDM symbol having a zero 
UW is generated such that

      (4)

Here we  can obtain x from following equation 

     (5)

Step-2: By adding UW sequence xu to the vector x 
we can get final desired UW-OFDM in time domain 
symbol as:  

    (6)

Now this OFDM symbol having UW is now passed over 
the wireless channel. At the receiver side subtracting the 
influence of inserted UW we can get re-sorted received 
vector.

Channel estimation part

Channel Model

We examine a wireless transmission system with 
M transmit and L receive antennas in this study. The 
channel the signal travels through is an AWGN channel 
with Rayleigh fading, and the channel coefficient matrix 
is the L×M complex matrix H. We needed to accurately 
estimate the channel in order to obtain the expected 
output at the receiver.

So many techniques are available for channel estimation. 
From those techniques we are using STBC based 
Bayesian channel estimation technique. Also SVD is 
used to estimate channel. The main goal of STBC is 
to get benefit of channel diversity. It can be achieved 

for efficient bandwidth utilization. By dividing a high-
rate data stream into N lower-rate streams, OFDM 
minimizes the bandwidth required for transmission. 
The orthogonal nature of the system ensures that 
individual sub-streams remain orthogonal to each other, 
facilitating the mitigation of Inter-Symbol Interference 
(ISI).

UW-OFDM Symbol Generation

(a)

(b)
Figure-1: Transmit data structure for (a) CP-OFDM 
symbol and (b) UW-OFDM symbol

Figure 1 illustrates the structural disparities between 
conventional CP-OFDM and UW-OFDM transmit 
symbols. Key distinctions include: 1) The CP extends 
beyond the DFT window, whereas the UW remains 
within it. 2) CP varies randomly with each transmit data 
symbol, while UW remains consistent across symbols 
due to its deterministic nature. 3) CP is generated 
differently for each OFDM data symbol, while UW 
remains constant.

Let’s discuss about the mathematical formulation of CP 
and UW symbols. First we consider CP-OFDM system, 
the QAM/QPSK modulated complex data symbol 
vector  is called in frequency domain. In 
OFDM symbol at the DC position and at the band edges 
zero subcarriers are inserted. Thus frequency domain 
OFDM symbol  can be written as:

     (1)

Where,  comprise unit row vectors at the 
position of data subcarriers and zero row vectors at the 
position of zero subcarriers. The DFT/FFT window 
length is shown by N. Now the time domain symbol 

 is given as follows

     (2)
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through encoding data streams into few structured 
blocks.

Recognition of STBC

At the receiver side we receive column vector Y, which 
is also known as measurement vector. In order to get 
the STBC candidates of transmitted signal, ML method 
is used. Now the recognized STBC  is used in order 
to maximize the Log-Likelihood function given below,                                 

   (7)

Where log  is a log- likelihood function of Y 
which is conditioned on STBC  and communication 
parameter  X. 

Let’s Consider that Nb = (N/l) is the total no. of received 
blocks . Thus the log-likelihood function can be 
expressed as bellow,

 (8)

Space Time Block Code (STBC) [13], [20] maps a data 
vectors  into M×K (K>=M) code matrix  C with n 
symbol entries. Each of K columns of C is given as

   (9)

Where  is real part and  is imaginary part of 
transmitted symbol vector  However, Ak and Bk 
includes set of fixed M × n complex valued modulation 
matrices known to both the transmitter and receiver 
sides. The received data is corrupted by additive white 
Gaussian noise (AWGN) thus the overall received 
signal can be written as

 (10)

Where  denotes White noise vector. Let channel 
remain constant over l received symbol vectors 
having K code-word. From (10) we can write receive 
matrix as follows

Y =(IK ⊗ H) C X +  W    (11)

Where  channel output data symbol 

matrix and  is input data symbol matrix. 
Also  is white noise vector.

Alamouti Code Design

In STBC redundancy measurement through space time 
correlation and automatic classification is performed. 
This classification is done using Alamouti encoding 
technique [14]. Consider Alamouti code which is 
designed for (2x2) matrix. We form matrices as follows: 

    (12)

Now we stack the received signals from two epochs 
assuming channel H is constant. 

Thus we get 

   (13)

After the estimation of unknown parameter H we get H 
̂. Several techniques are used to estimate channel in that 
we proposed Subspace channel estimation method is in 
detailed described in [15]. Here we do not consider the 
noise added to system while estimating channel.

First we extract basis NL for left null space of Y without 
any noise consideration. Exciting data matrix (i.e. X 
with full row rank), Thus we get

  (14)  

The solution of this linear equation gives H estimate. 
Blind algorithm we consider here is same as proposed 
in ref. paper [15]. Let’s recall blind equation and express 
it in vector form

   (15) 

After simple manipulation we can get expression as                   

  (16)

Finally to get an estimate of  the channel vector H 
is obtained by Singular Value Decomposition (SVD) 
of  Ѱ in (16). The singular vector at right side of SVD 
equation which is corresponds to the least singular 
value of  Ѱ is collinear to 
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EXPERIMENTATION AND RESULTS
In this paper we have designed OFDM system with 
20MHz bandwidth, 5.6MHz sampling frequency. The 
AWGN Rayleigh flat fading channel is used. We used 
convolution encoder with the industry standard rate half 
(1/2), constraint length 7 code with (133,171) generator 
polynomial. Total 100 frames are transmitted. SNR loop 
chosen is 0 to 40 dB. A soft decision Viterbi algorithm is 
applied for decoding purpose.

Channel Estimation

We proposed STBC and SVD based channel estimation 
method, shown in Figure-2. First we implemented 
previous Bayesian channel estimation method based on 
CS scenario as described in [1] (method-1). Then we 
compare it with our investigated approach mentioned 
in section III (method-2) and plotted BER graphs. In 
method-1 Frame size used is 96 and FFT size used is 64 
but we have extended it to 128 in method-2. Accordingly 
few parameters are changed and some of them are listed 
in Table 1.
Table 1. Comparison of PHY parameters used in method-1 
and method 2

Parameters Method-1 Method-2

Channel 
Bandwidth

20MHz 20MHz

Frame size 96 128

Coding rate ½ ½

FFT length 64 128

Occupied 
subcarriers

52 68

Data subcarriers 48 64

No. of Pilots 4 4

Redundant 
subcarriers

16 16

Modulation Mode 4-QAM, 8-QAM, 
16-QAM, QPSK

4-QAM, 8-QAM, 
16-QAM, QPSK

OFDMSymbol 
duration

3.2 μs 4 μs

As frame size increased we need to increase FFT length 
up to 128. We can extend it up to 512 FFT length.

Figure-2: Compare BER of Bayesian channel estimation 
based on method-1(CS) and method-2 (STBC-SVD).

BER Comparison

We can see BER performance of UW-OFDM system 
is evaluated against CP-OFDM system in Figure-3 and 
the theoretical values are listed in Table 2. BER is a 
function of SNR 0 to 40 dB.  BER for UW varies from 
0-10-4 while BER for CP varies from 0-10-3.  This 
result shows BER of UW is degraded as compare to 
conventional CP approach.

Figure-3: BER comparison for CP-OFDM and UW-
OFDM
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Table-2: Theoretical BER result for CP-OFDM and UW-
OFDM system

BER
SNR CP-OFDM UW-OFDM

0 0.4160 0.4591
5 0.3766 0.4284
10 0.2746 0.3711
15 0.1338 0.3084
20 0.0250 0.2464
25 0.0017 0.1226
30 0.0002 0.0136
35 0 0.0022
40 0 0

Throughput comparison

The throughput of CP-OFDM system is compared 
with the UW-OFDM system, shown in Figure-4 and 
theoretical values are listed in Table 1. The UW-OFDM 
system can carry more data bit with same channel 
capacity than CP-OFDM system.

Figure-4: Throughput between CP-OFDM and UW-
OFDM system

Table-3: Theoretical value comparison of throughput of 
CP-OFDM and UW-OFDM system

Throughput
Distance dsr 

(meters)
CP-OFDM UW-OFDM

0 40.36 40.38
5 40.82 42.84

10 40.21 43.26
15 40.30 43.32
20 40.70 43.75

Analysis based on Constellation Types

Further we analyzed the performance of various 
constellation/modulation types used for UW-OFDM 
system. Here Figure-5 shows that increase in modulation 
order degrades the BER performance of OFDM system. 

Figure-5:  BER analysis for constellation performance of 
UW-OFDM system

CONCLUSION
This paper focuses on improving channel estimation 
accuracy in MIMO-OFDM systems, demonstrating 
the superiority of Bayesian channel estimation with 
STBC and SVD over CS-based methods. Method-2 
exhibits better BER performance than Method-1, 
indicating enhanced accuracy in channel estimation. 
Utilizing STBC enables full diversity and diversity gain 
while mitigating inter-antenna interference, leading to 
improved power efficiency. Transitioning from cyclic 
prefix (CP) to unique word (UW) in OFDM frames 
enhances throughput due to the deterministic nature 
of UW and increased symbol packing. Additionally, 
investigating different modulation constellations like 
4-QAM, 8-QAM, 16-QAM, and QPSK reveals higher-
order schemes offer faster data rates and spectral 
efficiency at the expense of BER performance, yet find 
applications in various communication systems like 
DVB, LAN, MAN, and 4G/5G mobile networks.
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ABSTRACT
Biomedical signal processing, combined with advanced technology, plays a vital role in enhancing patient care and 
empowering individuals with disabilities. This paper explores the integration of biomedical systems with signal 
processing techniques, including life support and monitoring systems, physiological monitoring devices (ECG, 
MRI, EEG), and rehabilitation systems. We discuss signal processing methods and techniques, such as state vector 
machines, hidden Markov models, wavelet transforms, and pattern recognition, employed in biomedical systems. 
These methods enable the analysis and interpretation of biosignals, providing diagnostic and therapeutic insights. 
The paper emphasizes the classification of biomedical systems into medical and rehabilitative systems. Medical 
systems focus on diagnosis and monitoring, while rehabilitative systems aim to support optimal functioning for 
disabled individuals. Case studies and examples illustrate the impact of biomedical signal processing on healthcare, 
including early disease detection, improved treatment delivery, and enhanced quality of life for individuals with 
disabilities. We conclude by highlighting future trends in biomedical systems and signal processing advancements, 
exploring the potential for personalized medicine, wearable devices, and artificial intelligence in healthcare and 
rehabilitation.

KEYWORDS : Signal processing, State vector machine, Hidden markov model, Rehabilitation systems, Wavelet 
transform.

INTRODUCTION

Biomedical signal processing has evolved beyond 
signal analysis, now encompassing applications 

such as artificial limb development and advanced 
medical imaging [1]. Quantitative analysis via 
powerful algorithms aids in diagnostics, employing 
techniques like filtering and pattern recognition (2). 
Medical systems diagnose and monitor patients, 
while rehabilitative systems enhance the functioning 
of disabled individuals [3-4]. These advancements 
improve patient treatment and enhance the quality of 
life for disabled individuals [1-4].

BIOMEDICAL SIGNAL ACQUISITION 
Bioelectric signals like EKG, EMG, and EEG require 
specialized amplifiers and filters for acquisition [1]. 

Real-time biomedical applications demand high-
speed, flexible data acquisition systems with stringent 
safety measures [2]. Integrated Data Acquisition Units 
(IDAU) integrate preamplifiers and filters, ensuring 
signal integrity without distortion [3]. Preamplifiers 
amplify signals with high input impedance and CMRR, 
while filters eliminate unwanted signals [4]. Low-pass 
filters restrict signal frequency, while high-pass filters 
block DC offset voltage [5]. 

BIOSIGNAL PROCESSING TECHNIQUE 
Support Vector Machine (SVM) 

The Electrocardiogram (ECG) is crucial for diagnosing 
heart conditions, with distinctive P, QRS, and T-waves 
indicating different heart activities. However, detecting 
these waves automatically is challenging due to their low 
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Fig. 2: A three states markov chain model 

Neural Networks 

Neural networks are effective in analyzing biomedical 
signals like EMG due to their learning capacity and 
adaptability. In an EMG classification system (Fig. 3), 
surface electrodes capture signals post-finger movement, 
undergo FFT analysis, and feed into a network with 10 
input, 7 hidden, and 5 output processing elements. The 
network matches signals to desired outputs, categorizing 
EMG signals based on finger movements.

Fig. 3: Schematic diagram of EMG classification system.

Other techniques 

Biosignal processing employs techniques like 
STFT (Short-Time Fourier Transform) and Wavelet 
Transform. In STFT, a fixed-width window function is 
moved across the signal to compute its inner product. 
Wavelet Transform decomposes a signal using basis 
functions derived from dilations, contractions, and 
shifts of a wavelet prototype. Unlike STFT, Wavelet 
Transform’s wavelets vary in width across frequencies.

BIOMEDICAL SYSTEMS
Medical Systems 

In medical systems, platforms like Physiotrace 
and Boom-NT provide real-time access to patient 
data through on-screen processing and display [13]

amplitudes and signal noise. Support Vector Machines 
(SVM) are employed for wave classification, offering 
significant advancements in pattern recognition. An 
algorithm is developed for wave detection, involving 
steps such as ECG signal acquisition, baseline wander 
mitigation, slope normalization for QRS enhancement, 
and SVM-based classification. SVM-trained models 
detect QRS complexes, which are then replaced with 
baselines for further analysis. The process is repeated 
for T-wave detection, followed by P-wave identification 
after QRS and T-wave removal.

Fig.1 ECG signal 

As illustrated in Fig.1, the first deflection, termed 
the P-wave, originates from the depolarization of the 
atria. The QRS-complex, characterized by significant 
amplitude, arises from the depolarization of the 
ventricles.

Hidden Markov Models 

In random signal processing, models are essential 
for efficient signal processing and parameter 
estimation. While exact models are rare in biomedical 
applications, Markov Chain Processes are valuable for 
biomedical signal processing. Markov chains consist 
of synchronized states transitioning with specific 
probabilities. Hidden Markov Models are widely used 
in speech recognition and biomedical fields, aiding in 
the analysis of various signals like EEG, EMG, and 
bioacoustic signals. Ongoing research explores their 
potential in detecting physiological conditions.
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[14]. Physiotrace integrates hardware, software, and 
DSP algorithms for biomedical data acquisition, 
centralization, and visualization, while Boom-NT 
offers a user-friendly interface for modeling and 
executing signal processing strategies [13][14]. Textile-
based wearable biomedical systems, featuring sensor-
embedded jackets, capture signals for further analysis 
[15].

Rehabilitate systems 

Systems utilizing EEG and EMG signals enable control 
of cursor movement and left-click commands, serving 
as human-computer interfaces for disabled individuals 
[16]. These systems differentiate commands using 
amplitude thresholds and power spectral density 
estimations, offering affordable DSP-based solutions 
[16]. Specialized products include an EMG-controlled 
telephone interface for disabled operators [17]. 
Innovations include an EMG-based robot for human 
support, featuring arm and wrist control segments and a 
graphical feedback display [18]. Another innovation is 
an EMG-based human-robot interface for rehabilitation 
aid, integrating signal processing, manipulator, 
rehabilitation program, and biofeedback [19].. 

FUTURE SCOPE 
Biomedical signal processing holds great promise, 
fueled by global research and advancements in real-
time systems, wearable technology, and embedded 
systems. Key areas of interest include the convergence 
of micro-nano-bio technologies, refining processing 
techniques with hidden Markov models, and exploring 
bioinformatics and AI integration. The future 
landscape anticipates transformative innovations 
driven by interdisciplinary collaborations, advanced 
sensor technologies, and cloud and edge computing, 
revolutionizing healthcare and personalized medicine.

CONCLUSION
In summary, biomedical signal processing is driving 
innovation in healthcare, empowering real-time 
monitoring, diagnosis, and rehabilitation. Advanced 
techniques like Support Vector Machines, Hidden 
Markov Models, and Neural Networks enable 
insightful analysis of biosignals. Medical systems 
prioritize diagnosis, while rehabilitative systems focus 
on enhancing quality of life for the disabled. Future 

advancements in wearable tech, AI, and cloud computing 
promise further breakthroughs in personalized medicine. 
With ongoing research, biomedical signal processing 
will remain pivotal in improving patient outcomes and 
human well-being.
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ABSTRACT
With the relentless pace of technological innovation, the electronic waste (e-waste) crisis has become a pressing 
global concern, demanding sustainable solutions. This research paper introduces ”E-Waste EcoHub,” an innovative 
platform designed to tackle the challenges associated with improper disposal of electronic devices. E-Waste EcoHub 
serves as a centralized hub for users, offering a multifaceted approach to responsible e-waste management. Key 
objectives include facilitating proper disposal through location services, educating users on the environmental 
impacts of e-waste. The existing e-waste management landscape faces challenges such as limited accessibility, 
lack of awareness, and fragmented information. This paper discusses the unique contributions of E-Waste EcoHub 
in the context of existing e-waste management initiatives, highlighting its potential to enhance user engagement, 
raise environmental awareness, and contribute to a more sustainable approach to e-waste disposal.

INTRODUCTION

In our fast-paced world, we use electronic devices like 
phones and computers every day. But what happens 

when these devices get old and we don’t need them 
anymore? Often, they end up as electronic waste, or 
”e-waste,” which can be harmful to the environment 
and our health.

The E-Waste EcoHub is here to help! It’s a website 
that helps you find the closest place to safely get rid of 
your old electronics. But that’s not all – it also teaches 
you why it’s so important to dispose of them properly. 
You’ll learn about the harmful stuff in your old devices 
and how it can affect our planet and people if not handle

Electronic waste, commonly known as e-waste, 
represents  a growing and significant environmental 
challenge in our technologically driven society. E-waste 
encompasses discarded electronic devices, ranging from 
smartphones and laptops to household appliances and 
industrial equipment. The rapid evolution of technology 
has led to increased consumption and shorter product 
life cycles, resulting in a surge of electronic waste 
worldwide. Improper disposal of e-waste poses 
environ- mental and health risks due to the presence of 

hazardous mate- rials. Addressing this issue requires 
comprehensive strategies, including responsible 
recycling, awareness campaigns, and the development 
of innovative solutions to manage and mitigate the 
impact of e-waste on our planet.

LITERATURE SURVEY
E-Waste Challenge

The rapid advancement of technology has led to a surge    
in the production and disposal of electronic devices, 
resulting in a growing concern about electronic waste 
(e-waste) management. E-waste, composed of discarded 
electronic products, poses significant environmental 
and health risks if not handled properly. This literature 
review examines key studies and findings related to 
e-waste management, environmental consequences, and 
initiatives promoting responsible disposal practices.

Scale of the E-Waste Challenge

The escalating volume of e-waste globally has been 
a central focus of research. Studies, such as the one 
by Balde et al. (2017), emphasize the exponential 
growth of e-waste and project future challenges if 
effective management strategies are not implemented. 
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findings indicated that awareness regarding electronic 
waste disposal methods was at 32.7 percent, with a 
notable pro- portion expressing interest in sorting their 
electronic waste. The study, conducted by the Sabah 
Al-Ahmad Center for Environmental Training at the 
Kuwait Environmental Pro- tection Society, highlighted 
a concerning lack of awareness and knowledge, 
specifically noting that only 10 percent of individuals 
were informed about  appropriate  methods  for  the 
disposal and recycling of mobile phones. These insights 
underscore the need for enhanced educational initiatives 
and awareness campaigns to promote responsible 
electronic waste management practices among the 
Kuwaiti population.

The findings revealed that 32.7% of participants actively  
segregate their electronic devices for proper disposal, 
while others tend to store or improperly discard them. 
Participants expressed a strong interest in acquiring 
knowledge about safer disposal methods, particularly 
concerning damaged electronic devices.

Furthermore, the survey uncovered that 40% of partici- 
pants engage in periodic sorting at home, choosing to 
donate electronic items they no longer require. The 
study not only highlights current e-waste disposal 
practices but also under- scores the importance of 
fostering awareness and community participation in 
addressing this environmental concern.

To enhance e-waste management, participants 
suggested establishing collection points in residential 
areas, intensifying awareness campaigns, and 
integrating e-waste disposal ser- vices into municipal 
waste transport initiatives. This holistic approach 
reflects Kuwait’s commitment to proactive measures, 
emphasizing awareness, responsible disposal practices, 
and community engagement to effectively tackle the 
challenges associated with e-waste.

Strategies employed by similar platform to address 
the e-waste challenge

In the context of e-waste management in Australia, a 
no- table solution is presented by destroyr.com.au. 
Their approach involves a dedicated team specializing 
in the responsible collection of e-waste from various 
sources, including offices, institutions, and homes. 
Unlike potentially harmful methods such as smashing, 

The quantification of e-waste generation serves as a 
foundation for understanding the urgency of sustainable 
disposal solutions.

There is a need for e-waste management as e-waste 
components may cause severe health risks and 
environmental damage, when crude, unscientific 
methods are applied for recovery of useful components. 
There is a need to encourage recycling of all useful and 
valuable material from e-wastes to preserve the natural 
resources.

Environmental Impact of Improper E-Waste 
Disposal

Research consistently highlights the environmental 
consequences associated with improper e-waste 
disposal. Hazardous substances present in electronic 
devices, including heavy metals and toxic chemicals, 
can contaminate soil, water, and air. Studies by Song 
et al. (2015) and Awasthi et al. (2016) delve into the 
leaching of pollutants from e-waste and their adverse 
effects on ecosystems.

Global Trends and Alarming Projections

The United Nations Environment Programme (UNEP) 
re- ports a concerning annual increase of 40% in  
electronic  waste (e-waste) globally, making it the 
fastest-growing waste category. This surge results in the 
generation of 20 to 50 million metric tons of e-waste each  
year,  constituting over 5% of urban solid waste, with 
some developing countries anticipating a staggering 
500% growth in volume over the next decade.

Specifically, in India, the estimated volume of e-waste 
reached 0.8 million tons in 2012. The Controller and 
Audi-  tor General’s (CAG) report highlights the 
significant annual generation of waste in the country, 
including 7.2 million metric tons of industrial hazardous 
waste, 4 lakh tonnes of electronic waste, 1.5 million 
tons of plastic waste, 1.7 million tons of medical waste, 
and 48 million tons of municipal  waste. These figures 
underscore the urgent need for sustainable and effective 
e-waste management practices to address the escalating 
environmental and health concerns associated with this 
growing waste stream.

Ways of disposing of electronic waste in Kuwait

In a 2020 article authored by Majd Othman in Kuwait, 
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their meticulous recycling process focuses on achieving 
nearly 100% recyclability.

During the disassembly phase, the team carefully 
separates components, paying special attention to 
the removal of alkaline batteries due to their toxicity. 
Reusable components are preserved, while those storing 
data undergo irreversible  destruction. Techniques such 
as using powerful magnets for hard drives and industrial 
shredders for solid-state drives ensure data erasure and 
permanent damage.

The final stage includes shredding the remaining 
components into small fragments, with magnets 
extracting valuable metals like gold, silver, copper, and 
steel. Bulk quantities of plastic and metal alloys are 
then sent to recycling sites for further processing.

This website’s emphasis on material recycling involves 
advanced tools to separate materials into usable metals 
and plastics, contributing to the creation of new 
hardware and other products. Opting for their e-waste  
recycling  solution not only showcases environmental 
responsibility but actively reduces the carbon footprint, 
demonstrating a commitment to sustainability for 
businesses and individuals in Australia.

PROPOSED METHODOLOGY
The development of E-Waste EcoHub was a meticulous 
and collaborative effort spanning ten days, driven by a 
strategic and well-defined process. This journey unfolded 
in distinct phases, each contributing significantly to the 
platform’s robustness and functionality.

From the initial kickoff, where objectives were aligned  
with stakeholder input, to the technical implementation 
phase leveraging the MERN stack, and finally, the testing 
and refinement stages, every step played a crucial role 
in shaping E-Waste EcoHub into an effective solution 
for responsible e- waste disposal.

Fig. 1. Flow Chart

Development Process

• Initiation Phase: The E-Waste EcoHub project com- 
menced with a thorough initiation phase during 
the first two days. This marked a comprehensive 
project kick- off, aligning the development team 
with the objectives   of E-Waste EcoHub. Extensive 
discussions took place with stakeholders, including 
potential users and environ- mental experts, to 
gather detailed requirements. These interactions 
ensured a nuanced understanding of the e- waste 
management ecosystem. The initiation phase 
also involved formulating an initial design and 
architectural plan, precisely defining the platform’s 
structure. The MERN stack (MongoDB, Express.
js, React, and Node.js) was carefully selected for 
its adaptability and rapid development capabilities. 
Clear role assignments and task allocations were 
established to facilitate efficient resource utilization.

• Technical Implementation Phase: Days 3 to 6 were 
dedicated to the technical implementation phase. 
The MERN stack was actively chosen, leveraging 
MongoDB for the database, Express.js for server 
development, React for  the front-end, and Node.
js for the runtime environment. The front-end 
development team focused on creating a user-
friendly interface, emphasizing responsiveness 
and intuitive design using Next.js. Simultaneously, 
the back- end development team constructed the 
server, developed API endpoints, and seamlessly 
integrated the MongoDB database using Express.
js. Rigorous testing protocols were implemented to 
identify and rectify any integration issues, ensuring 
the robustness and stability of the E- Waste EcoHub 
platform.

• Feature Development and Testing: Days 7-8 
were dedicated to feature development and 
testing. Key features critical to the E-Waste 
EcoHub’s functionality, such as location services 
for identifying nearby collection centers, an 
educational pop-up system detailing the harmful 
components of e-waste, and a credit-based reward 
system for users contributing to responsible 
disposal, were implemented. User testing involved 
individuals from diverse backgrounds, providing 
valuable feedback for refinement and optimization 
of features.
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• Final Phase: The final phase, spanning Days 9-10, 
focused on thorough testing to ensure that all 
features of E- Waste EcoHub operated seamlessly. 
Following successful testing, E-Waste EcoHub was 
deployed to a production server, making it accessible 
to users concerned with responsible e-waste 
disposal. This deployment marked the culmination 
of the development process, showcasing a fully 
functional and refined E-Waste EcoHub platform 
ready to address the challenges posed by electronic 
waste on a global scale.

Methodologies Implemented

1) Location Services: We integrated Mapbox for 
location services, leveraging spatial indexing and 
nearest neighbor search techniques to identify 
and map the closest facilities based on the user’s 
location. The utilization of Mapbox enhances the 
precision and responsiveness of our location-based 
services, contributing to a seamless and effective 
user experience in accessing e-waste disposal 
facilities.

2) User Device Input and Credit Points: To assign 
credit points based on user input regarding their old 
device models, we employed a data classification 
algorithm. This algorithm categorizes and evaluates 
the inputted device models, estimating the 
amount of precious metals recoverable from each 
model. Our approach utilizes a machine learning 
classification model trained on historical data.

 3) Educational Pop-ups: For the educational pop-ups 
regarding the harmful components of e-waste, we 
implemented a content recommendation algorithm. 
This algorithm tailors the information presented 
to users based on their preferences and historical 
interactions with the platform. It enhances user 
engagement by providing relevant and personalized 
educational content.

4) Monetizing Responsible E-Waste Disposal: The 
credit-based reward system, designed to monetize 
responsible e-waste disposal, incorporates an 
algorithm to calculate and allocate credits. This 
algorithm considers factors such  as  the  type  
and  quantity  of  e-waste  disposed of properly, 
as well as the environmental impact and recycling 
efficiency.

5) Data Analytics for Trends and Insights: We 
employed various data analysis algorithms to 
process and analyze trends in e-waste generation, 
export patterns, and user behavior. These include 
statistical algorithms for trend analysis, clustering 
algorithms for pattern identification, and predictive 
modeling for forecasting future trends.

IMPACT ANALYSIS
Environmental Impact

• E-Waste EcoHub is poised to make a significant 
contribution to environmental conservation by 
fostering responsible e-waste disposal practices. 
One of the key impacts is evident in the reduction 
of improperly discarded electronic devices. By 
providing a platform that guides users to certified 
e-waste collection and recycling facilities, the 
project directly addresses the environmental risks 
associated with haphazard disposal. Furthermore, 
the credit-based incentive system acts as a catalyst 
for proper recycling, facilitating the recovery of 
precious metals and materials from electronic 
devices. This not only minimizes the environmental 
footprint of e-waste but also reduces the demand 
for new resource extraction, promoting a more 
sustainable use of finite resources.

Social Impact

• The social impact of E-Waste EcoHub extends 
beyond  the individual user to the broader 
community. The inclusion of educational pop-ups 
within the platform serves   as a valuable tool for 
raising awareness and imparting knowledge about 
the harmful components of e-waste. Users, including 
students, educators, and administrators, engage 
in discussions that foster a deeper understanding 
of the environmental and health implications 
associated with improper disposal practices. The 
introduction of discussion boards and community 
forums provides a collaborative space where 
experiences and insights can be shared, cultivating 
a sense of community and shared responsibility 
toward sustainable e-waste management practices.

Economic Impact

• E-Waste EcoHub holds the potential for economic 
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impact on multiple fronts. The implementation 
and ongoing maintenance of the platform may 
contribute to job creation, particularly in areas 
related to e-waste collection, recycling, and 
platform development. The credit-based reward 
system introduces an economic incentive for 
users to actively participate in responsible e-waste 
disposal. This not only encourages greater 
engagement with the platform but also supports 
local economies involved in the recycling process. 
By aligning environmental responsibility with 
economic incentives, E-Waste EcoHub establishes 
a framework where users are not only contributing 
to sustainability but also benefiting economically 
from their actions.

SECURITY CONSIDERATIONS
Security considerations take center stage in this 
deployment, demanding robust measures to protect user 
data and system integrity. Implementation of stringent 
firewalls, regular security audits, and encryption 
protocols for data transmission and storage are pivotal 
for creating a secure environment. Ensuring the security 
of the E-Waste EcoHub platform is paramount to 
protect user data, maintain the integrity of the system, 
and foster user trust.

Data Encryption

• In-Transit Encryption: Implement secure 
communication protocols such as HTTPS to 
encrypt data transmitted between clients and 
servers, preventing eavesdropping and man-in-the-
middle attacks.

• At-Rest Encryption: Utilize encryption techniques 
to safeguard sensitive data stored in databases, 
ensuring that even if unauthorized access occurs, 
the data remains unreadable.

User Authentication and Authorization

• Strong Password Policies: Enforce robust password 
policies, including complexity requirements and 
regular password updates, to enhance the security  
of user accounts.

• Multi-Factor Authentication (MFA): Implement 
MFA to add an additional layer of security, 
requiring users to verify their identity through 
multiple means.

Role-Based Access Control (RBAC)

• Principle of Least Privilege: Implement RBAC to 
ensure that users have only the minimum access 
necessary to perform their tasks. This limits 
potential damage in case of a compromised account.

Secure APIs

• API Security: Apply proper authentication and 
authorization mechanisms to secure APIs. Use API 
tokens or OAuth for secure data exchange between 
the front-end and back-end components.

Logging and Monitoring

• Security Event Logging: Implement comprehensive 
logging of security-relevant events to enable timely 
detection and response to security incidents.

• Real-Time Monitoring: Employ real-time monitor- 
ing tools to detect and respond to suspicious 
activities promptly.

Regular Security Audits

• Penetration Testing: Conduct regular penetration 
testing to identify and address vulnerabilities. Hire 
external security experts to simulate real-world at- 
tacks and assess the resilience of the system.

Vendor and Third-Party Security

• Third-Party Risk Assessment: Assess and validate 
the security measures implemented by third-party 
services or libraries integrated  into  the  platform  
to prevent potential vulnerabilities introduced by 
external dependencies.

CHALLENGES FACED
1) User Adoption and Awareness: Encouraging users to 

actively engage with the platform and follow proper 
e-waste disposal practices may be challenging. 
Raising awareness about the platform’s benefits 
and functionality is essential.

2) Data Security: Given the sensitive nature of 
electronic waste, ensuring robust data security 
measures to protect user information and maintain 
the confidentiality of disposed devices becomes a 
significant challenge.

3) Community Engagement: Fostering community 
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engagement and participation in e-waste collection 
campaigns may be challenging. Establishing trust 
and convincing individuals and businesses to 
actively contribute to the platform is crucial.

4) Scaling and Expansion: Scaling the platform to 
accommodate a growing user base and potential 
expansion to new geographic regions may present 
challenges in terms of infrastructure, logistics, and 
regulatory compliance.

Fig. 2. Home Page

FUTURE WORK
Expanding the geographic coverage of E-Waste 
EcoHub is paramount for a broader impact. Future 
work will focus on establishing partnerships with 
e-waste management facilities on an international 
scale. Adapting the platform to comply with diverse 
regulatory environments and cultural contexts will be 
essential for successful expansion.

Fig. 3. Education Page

Fig. 4. Add-to-cart Page

Fig.  5.   Facilty Page

CONCLUSION
In conclusion, the development and implementation 
of the E-Waste EcoHub project represent a significant 
step toward addressing the pressing challenges posed 
by electronic waste. This comprehensive platform 
integrates innovative technologies, educational 
initiatives, and incentives to promote responsible 
e-waste disposal practices. Through the use of the MERN 
stack, geospatial algorithms, and data classification 
algorithms, the platform provides users with a user-
friendly interface for locating nearby e-waste collection 
facilities,  understanding  the environmental impact of 
e-waste, and earning incentives through proper disposal.

The project’s impact spans across environmental, 
social, economic, and technological dimensions. 
E-Waste EcoHub contributes to waste reduction, 
resource recovery, and in- creased awareness of 
e-waste’s environmental consequences. The platform 
fosters community engagement, knowledge sharing, 
and responsible behavior among users. Economically, 
the credit-based reward system incentivizes recycling, 
potentially contributing to job creation and supporting 
local economies.

Technologically, E-Waste EcoHub showcases the 
successful integration of cutting-edge technologies 
for efficient and scalable solutions. The security 
considerations, including encryption, authentication, 
and continuous monitoring, ensure the protection of 
user data and the integrity of the platform.

As the project moves forward, there are exciting 
opportunities for future work. This includes geographic 
expansion,  enhanced educational content, advanced 
machine learning applications, and the integration 
of emerging technologies like blockchain and IoT. 
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The incorporation of gamification elements, the 
development of dedicated mobile applications, and 
continuous security audits will further enhance the 
platform’s effectiveness and user experience.
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ABSTRACT
The article discusses using facial expressions to identify seven emotional states such as happy, sad, neutral, angry, 
fearful, and disgusted. By using the coefficients derived from facial expressions as input features, both the KNN 
classifier and MLP neural network were applied to categorize or classify the observed emotional states, likely aiming 
to assess the effectiveness of these algorithms in recognizing and distinguishing between different emotions based 
on facial expressions. The research methodology includes gathering varied facial expression datasets covering a 
wide range of emotions such as happiness, sadness, anger, surprise, fear, disgust, and neutrality. Through intensive 
training, machine learning models are trained to identify intricate patterns within facial expressions, facilitating 
precise and instantaneous emotion detection. The study evaluates how accurately models identify emotions, using 
established datasets to measure performance in terms of accuracy, recall, and overall effectiveness. This research 
provides valuable insights into emotion detection through facial expressions and highlights its significance in 
shaping the future of interactive technology. here are some key points like human-computer interaction, psychology 
studies and therapy. In essence, the capacity to recognize and understand emotions from facial expressions carries 
extensive implications, shaping the future terrain of interactive technology. It fosters more intuitive, individualized, 
and emotionally attuned interactions.

KEYWORDS : KNN classifier, MLP neural network algorithm, Facial expression analysis, Facial expression 
datasets.

INTRODUCTION

Emotion detection through facial expression analysis 
has emerged as a dynamic and transformative field, 

leveraging real-time camera technology to interpret 
human emotions [4]. By harnessing sophisticated 
algorithms and real-time image processing techniques, 
this innovation enables the instantaneous recognition 
and understanding of emotional states based on facial 
cues. This introduction explores the advancements in 
emotion detection using facial expressions, facilitated 
by the integration of real-time camera systems, and 
delves into its significance across various domains, 
from human-computer interaction to psychological 
studies.[4]

Facial expressions play a crucial role in communicating 
human emotions, serving as primary indicators of our 
feelings [4]. Often, these expressions act as nonverbal 
channels of emotional communication, providing 
tangible cues to help determine the sincerity of an 
individual’s emotions. With advancements in machine 
learning techniques, emotion detection through facial 
expressions has become a compelling area of research. 
We explore the significance of this technology in 
deciphering human emotions and delve into the 
methodologies and challenges associated with building 
accurate and reliable emotion recognition systems.

This cutting-edge field utilizes sophisticated machine 
learning methods, including neural networks and deep 
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have acquired a comprehensive dataset comprising 
diverse images. This collection encompasses a 
wide range of visual content, including distinct 
categories and subjects. The dataset incorporates 
various images presenting diverse scenes, objects, 
or individuals, offering a rich and varied set of 
visual information for analysis and processing.

 The utilization of libraries in technology 
development streamlines the process, augments 
functionality, encourages collaboration, and 
ensures compatibility, ultimately contributing to 
the creation of more efficient, innovative, and 
robust technological solutions.

2) The Keras preprocessing module, part of the Keras 
deep learning library, provides a collection of utility 
functions to help with loading, preprocessing, and 
augmenting image data.

  These functionalities are especially useful when 
working with image datasets in deep learning 
applications, such as convolutional neural networks 
(CNNs) [1] or other neural network architectures 
that process visual data. There are some specific 
layer classes in keras layers (‘Dense’, ‘Dropout’, 
‘Flatten’) where the ‘Dense’ layers are fully 
connected layers where each neuron is connected 
to every neuron in the preceding and succeeding 
layers, ‘Dropout’ layers are used to mitigate 
overfitting by randomly setting a fraction of 
input units to zero during training, which helps in 
preventing the network from relying too heavily on 
certain neurons, ‘Flatten’ layers are used to flatten 
the input, converting multi-dimensional data into a 
one- dimensional array [7]. This is often used when 
transitioning from convolutional layers to fully 
connected layers.

3) Certain models integrate conventional neural 
networks with layers or modules inspired by 
Support Vector Machines (SVM). These hybrid 
architectures harness the ability of neural 
networks to learn representations while integrating 
SVM principles to enhance their classification 
capabilities.[4] In the realm of computer vision, a 
fusion of Support Vector Machines (SVMs) and 
Convolutional Neural Networks (CNNs) has been 

learning, to scrutinize facial features, expressions, and 
subtle micro- expressions. Through extensive training 
on large datasets containing a variety of facial images 
portraying different emotions, machine learning models 
adeptly identify intricate patterns indicative of distinct 
emotional states. This paper delves into the realm of 
emotion detection through facial expression analysis 
using machine learning algorithms.

This comprehensive investigation of emotion detection 
via facial expression analysis, specifically integrating the 
CNN algorithm [3] with real-time camera technology, 
highlights the transformative prospects within this 
interdisciplinary realm. Its objective is to illuminate the 
methodologies, hurdles, and extensive implications for 
future technological progress and diverse applications 
across domains.

Advancements in machine learning techniques, 
particularly the application of the CNN algorithm, have 
propelled emotion detection through facial expressions 
to the forefront of research and innovation. This 
algorithm, known for its simplicity and effectiveness 
in classification tasks, plays a pivotal role in analysing 
facial features and expressions. It scrutinizes intricate 
patterns within facial data to categorize emotional states 
accurately.

This technology includes the fusion of real-time camera 
technology and sophisticated algorithms allowing for 
the instantaneous recognition and understanding of 
these emotional states, thereby decoding the subtle 
nuances embedded within facial expressions. This 
technology utilizes sophisticated algorithms and data-
centric models to precisely decipher facial expressions, 
enabling accurate recognition and classification of 
human emotions.

METHODOLOGY
Algorithms used

1) The preferred approach for analysing images, the 
Convolutional Neural Network (CNN), stands as 
the most widely used method [9]. Distinguished 
from a multi-layer perceptron (MLP) by its 
inclusion of hidden layers termed convolutional 
layers, the method proposed here relies on a two-
tier CNN framework [9]. For this technology, we 
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employed. Specifically, features extracted from 
CNNs can be inputted into an SVM for the ultimate 
classification. This blended strategy has proven 
effective in addressing diverse challenges related to 
image classification.

4) Image processing encompasses a range of 
mathematical operations and transformations 
that are employed on images. Image processing 
includes steps like Pixel representation, 
Transformation functions, Fourier transform [2]. 
Pixel representation refers to the way in which 
digital images are composed of individual picture 
elements, or pixels [2]. Each pixel corresponds to 
a tiny unit of the image and contains information 
about its colour and intensity. The combination 
of pixels creates the overall visual representation 
of an image. Transformation functions in image 
processing involve altering the appearance of an 
image through various operations. These operations 
can include scaling, rotation, translation, and 
other geometric transformations. Transformation 
functions are applied to modify the spatial 
characteristics of an image without changing 
its content. Fourier transform is a mathematical 
operation used in image processing to analyse the 
frequency content of an image [5]. It decomposes an 
image into a set of sinusoidal functions, revealing 
the different frequency components present in the 
image. This is particularly useful for tasks such as 
image filtering, compression, and understanding 
the distribution of patterns in an image.

Proposed Algorithm steps

1) Real time input through web camera

2) Facial expression detection

3) Feature extraction

4) Classification

5) Results

Image recognition is a broader term that encompasses 
tasks such as image classification but extends to 
identifying and detecting specific objects or patterns 
within an image. It involves understanding the content 
of an image at a more detailed level.

Fig. 1

As shown in above figure fig(a), It represents the flow 
chart of the processing which is required for the emotion 
detection using machine learning. It describes all he 
steps serially which are used for this process

RESULTS AND DISCUSSION
Discussion

Fig. 2

As we can see in the above fig [2], it shows the accuracy 
level of different algorithms in machine learning. KNN 
is an instance-based algorithm that does not make 
strong decisions. It is a kind of recommended system. 
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KNN is very sensitive to noisy data. Where SVM is 
used for moderate data sets, image classifications, 
and text categorization. A neural network is used for 
handling complex relationships, image processing, and 
language processing. It has deep learning capabilities. 
The neural network requires substantial computational 
resources. It is used for large-scale data sets. While 
logistic regression has very limited linear decision 
boundaries. Logistic regression estimates probabilities 
using a logistic function. It is mainly used for medical 
outcome prediction and the marketing field.

Sample output images [1]

 

 

Fig. 3

As it is shown in above figure fig(a), It shows the clear 
output (Happy, Surprised) where the input is taken 
through the real-time camera or webcam. The output 
changes frequently because it takes input live that is why 
a single little change can also make the output different 
so the meaning is that it is very realistic for user to 
experience the changes in their emotions frequently.[2]

Fig.4

As shown in the above figure fig(b), shows that the 
user is angry emotion. where we can see those changes 
in facial expression where the edges of the lips are a 
little bit moving towards the downside and the distance 
between the eyebrows and eyes is comparatively less 
than the Fig (a) where the surprised emotion is detected. 
So basically it focuses on every little detail and changes 
appeared on face.[3]

Fig.5

Figure fig(c) shows that if the user wants to take 
multiple outputs in one frame. It is possible to detect 
the emotions of multiple people at the same time.
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Comparing literature result

No Year Title Author’s name Methodology Results Weakness
1 2015 Dynamic Facial Emotion 

Recognition from 4D 
Video Sequences

Suja, Kalyan 
Kumar, Shikha 

Tripathi

Support vector 
machine 

classificati 
on, feature 
extraction

recognize 
the emotions 

from the video 
sequences

Difficult to 
recognize 

emotion when 
objects or persons 

are moving 
randomly in 

videos
2 2014 Emotional Healthcare 

System: Emotion 
Detection by Facial 
Expressions Using 
Japanese Database

Somchanok 
Tivatansakul, and 
Michiko Ohkura 

Supadchaya 
Puangpontip, 
and Tiranee 
Achalakul

Support vector 
machine 
learning

It has an 
approach 

which applies 
a pattern 

recognitio n 
technique to 
classify the 
emotions

It has an issue 
that includes 

recognition of 
similarity in 

facial expressions 
that was caused 

by confusing 
different 

emotions.
3 2020 Facial emotion 

recognition using 
convolutional neural 

networks (FERC)

Ninad Mehen 
dale

Convoluti onal 
neural network 

(CNN)

The final 
predicted 
output of 

emotion using 
background 

removal

Face pose 
appearance is a 

big issue

4 2015 A Comparative Study 
on Different Approaches 

of Real-Time Human 
Emotion Recognition 

based on Facial 
Expression Detection

Anurag De 
Ashim Saha

Facial feature 
extraction, 

SVM 
classification

Fully automatic 
real-time facial 

expression 
recognition

It is also unable 
to recognize 
compound or 

mixed Emotions.

5 2021 Real Time-Employee 
Emotion Detection 

system (RtEED) using 
Machine Learning

Chandraprabha 
K S

Shwetha A N, 
Kavitha M, Dr. R 

Sumathi

Viola Jones 
algorithm is 

used to detect 
face

Identified 
emotion 

displayed to 
the employee 

along with 
the captured 

image.

It works well 
only for the 

frontal images

CONCLUSION
In summary, the integration of facial expression 
analysis and real-time camera technology in machine 
learning has revolutionized emotion detection. This 
innovative approach allows instant understanding of 
human emotions, yielding valuable insights across 
various applications. The synergy of sophisticated 
algorithms and image processing techniques enables 
precise recognition of emotional states, advancing 
human-computer interaction, psychological studies, 

and therapy. Program efficiency relies on well-trained 
models, with age and gender being critical factors. 
To enhance accuracy, expanding the dataset to cover 
diverse age groups and genders is essential. Future 
improvements can involve adding additional features to 
enhance performance.
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ABSTRACT
Nowadays, numerous vehicles encounter accidents during critical situations, resulting in tragic loss of lives. While 
some individuals can be rescued in time, the lack of timely information and location details often hinders rescue 
efforts. This study aims to address this issue by proposing an effective solution. By incorporating an accelerometer 
sensor within vehicles, an alarm system can be activated to detect dangerous driving behaviors. The project 
involves collecting crash data pertaining to vehicle movements before, during, and after an accident. Through 
the accelerometer sensor, accidents can be identified, prompting the immediate transmission of the individual’s 
contact information to the police control room or rescue teams. This enables swift action by authorities who can 
track the accident location based on the received message and respond promptly to the situation.

KEYWORDS : Black box, GSM, Vehicle, Accident, Arduino, Accelerometer.

INTRODUCTION

The primary goal of implementing a wireless black 
box system is to detect and record vehicle accidents 

and sudden impacts accurately. Utilizing a MEMS 
accelerometer, the system measures the acceleration and 
deceleration forces experienced by the vehicle. In the 
event of a collision or sudden impact, the accelerometer 
detects changes in acceleration, triggering the black 
box to capture relevant data. Integrated with Arduino 
technology, the wireless black box enables seamless 
communication with external devices like computers or 
smartphones, facilitating real-time monitoring and data 
retrieval. The gathered data serves various purposes 
such as accident investigation, insurance claims, and 
evaluating vehicle performance. By analyzing the 
recorded data, authorities can ascertain the root causes 
of accidents, assess impact severity, and identify areas 
for enhancing vehicle safety measures. This innovative 
wireless black box technology, coupled with MEMS 
Accelerometer and Arduino integration, revolutionizes 
vehicle safety monitoring and accident documentation.
The components needed for the system are
Hardware Components

1. Arduino UNO

2. GSM sim900A:

3. ADXL 335

4. Buzzer

5. Push button

Software Components

1. Arduino IDE

Block Diagram

Figure 1: Block diagram of Black Box

DESCRIPTION
In case of an accident, the accelerometer detects the 
vehicle’s signal, transmitting the data to Arduino for 
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Figure 3: GSM sim900

3. ADXL 335

Widely used, the ADXL335 3-axis accelerometer from 
Analog Devices measures ±3g with a sensitivity of 330 
mV/g, providing analog outputs for X, Y, and Z axes. 
It captures static and dynamic acceleration data with 
bandwidth ranging from 0.5 Hz to 1600 Hz. Operating 
on a low supply voltage of 1.8V to 3.6V, it finds 
applications in motion sensing projects for tilt, motion, 
vibration monitoring, and gesture recognition.

Figure 4: ADXL 335

LITERATURE REVIEW

Figure 4: Block Diagram of Black Box

Description

1. The sensor module that detects shifts in linear 
speed, movement, or acceleration is utilized in this 
project.

processing. Initially, the information is relayed through 
a buzzer signal for 30 seconds. Subsequently, the data 
is sent to a mobile phone as a text message and initiates 
a call to the pre-defined number stored in Arduino 
programming. If the situation is non-life-threatening, 
the individual can deactivate the buzzer by pressing it. 
This action halts further calls and messages. Pressing 
the push button can terminate the entire process.

Component Description

1. Arduino UNO

The Arduino Uno R3 version features enhancements 
over its predecessor, including the integration of 
an ATmega16U2 microcontroller for USB-to-
serial conversion. Recognized as a USB device by 
computers, the board allows easier programming 
and communication. The addition of an ICSP header 
supports in-circuit serial programming, suitable for 
complex projects. Arduino Uno R3’s digital pins 
facilitate communication with other devices using 
protocols like SPI or I2C, while analog inputs read 
signals from sensors.

Figure 2: Aurdino UNO

2. GSM sim900A

A versatile cellular module, the GSM SIM900 Module 
enables applications like remote monitoring and 
communication. Supporting 2G GSM networks, it 
operates in the frequency range of 850/900/1800/1900 
MHz, offering voice calls and SMS capabilities. Using 
a standard 2G SIM card for authentication, it ensures 
seamless communication with cellular networks.
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2. Factors such as vibrations are stored in a 
microcontroller, which then transmits a signal to a 
GSM module.

3. As shown in figure 5 and 6, The GSM module 
is responsible for relaying all information to a 
specified mobile number programmed in the 
software code

4. A buzzer is employed as an indicator for warning 
alarms.

5. A push button is provided for halting the 
aforementioned processes. Within 30 seconds of 
an accident, pressing the button will prompt the 
Arduino to cease the processes.

6. The entire unit receives power directly from the 
vehicle’s fixed battery.

Figure 5: Program output in Monitor

Figure 6: message sent to mobile

Advantages

1. Immediate access to critical vehicle data enables 
real-time monitoring of performance and safety 
metrics.

2. Wireless connectivity facilitates rapid responses to 
accidents, potentially saving lives in emergencies.

3. Data gathered wirelessly can optimize vehicle 
functions, decrease fuel consumption, and improve 
maintenance scheduling.

4. Remote diagnostics and monitoring can minimize 
maintenance and repair expenses through proactive 
issue detection.

These systems aid in compliance with safety regulations 
by continually recording and transmitting data to ensure 
industry standards are met with transparency.

Applications -

1. Vehicle Monitoring and Alarm Systems.

2. Vehicle Security Measures.

3. Collection of Accident Data.

FUTURE SCOPE
1. Integration of a GPS module to determine accident 

locations.

2. Inclusion of a camera module for image or video 
capture.

3. Enhancement of the power management system 
with more effective power supplies and energy 
harvesting techniques (solar panels, kinetic energy 
harvesting) to prolong the device’s battery life.

4. Connection of the black box to cloud platforms 
(e.g., AWS, Azure, or Google Cloud) for simplified 
data management and analysis.

CONCLUSION
1. Wireless black box is basically a tool that will 

indicate all the parameters of a vehicle crash and 
will also store and show its parameters like date, 
time, temperature, location, vibration .

2. The use of all the sensors and ARDUINO for keep 
the cost of the project minimum while achieving 
the result. The ARDUINO acts like the brain of this 
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device, it gathers information and sends it to the 
registered numbers in a timely manner.

3. This device will allow us to reduce time wasted 
between calling an emergency number and crash 
by doing that automatically.

4. This can assist in streamlining emergency response 
processes; and quicken; the time between calling 
for help and arriving at the scene, which can be 
lifesaving in critical situations.

REFERENCES
1. Saket Joshi, Vedant Gadewar, “Black Box for on-road 

Vehicle http://ijariie.com/AdminUploadPdf/BlackBox_
for_on_road_vehicles_ijariie12057.pdf

2. N. Watthanawisuth, T. Lomasand, A. Tuantranont, 
“Wireless Black Box Using MEMS Accelerometer and 
GPS Tracking for Accidental Monitoring of Vehicles”, 
Proceedings of the IEEE-EMBS International 
Conference on Biomedical and Health Informatics 
(BHI 2012) Hong Kong and Shenzhen, China, (2-7 Jan 
2012).

3. Oscar S. Siordia, Isaac Martín de Diego, Cristina Conde, 
and Enrique Cabello “Wireless in- complaint Box 
For Accident Analysis” IEEE Vehicular Technology 
Magazine, (September 2012).

4. Murugandhan and P.R.Mukesh “Real Time Web Based 
Vehicle Tracking Using GPS ” world Academy of 
Science ,Engineering and Technology (2010).



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 225

A Review of Modern and Traditional Water Quality.................... Khapre, et al

A Review of Modern and Traditional Water Quality                   
Monitoring System

Gajanan P Khapre, Priyanaka Nikam
Aparna Murkar, Gauri Joshi
Department of Electronic & Computer Enginnering
VPM’s Maharshi Parshuram College of Engineering
Velneshwar, Maharashtra
 gajanan.khapre@vpmmpcoe.org
 priyanka.nikam@vpmmpcoe.org
 aparna.murkar@vpmmpcoe.org

M. A. Mohite
Department of ENTC

Gharda Institute of Technology
Lavel, Maharashtra

ABSTRACT
H2O quality monitoring plays a crucial role in advancing towards smart agriculture and addressing human daily 
needs efficiently. However, this necessitates reliable models backed by accurate datasets. Analyzing water quality 
monitoring models using sensors during live experiments ensures precision in modeling. This review extensively 
examines water quality literature over the past five years (2018–2022), sourcing from various databases including 
IEEE Xplore®, Science Direct, and WoS. Out of 94 papers, only 50 were included in the study. Rigorous criteria 
were applied, including real-time data acquisition system implementation, to filter articles. Most chosen articles 
were either reviews or experimental studies, categorized into three types based on experimental conditions. A 
taxonomy of the literature was developed to organize articles with similar experimental setups. Recommendations 
are provided to expedite progress in this field, identifying research gaps in model accuracy, data collection systems, 
and data types. The review concludes by outlining research directions towards advancing smart water quality 
monitoring.

KEYWORDS : Water satisfactory tracking, IoT, Systematic assessment.

INTRODUCTION

Water is vital for all life forms, yet urbanization 
and industrialization have raised concerns 

about increasing pollutants in water sources [1-4] 
Conventional H2O quality monitoring methods involve 
manual sampling and laboratory testing, which are 
time-consuming and inefficient [9-12]. However, 
advancements in Internet of Things technology have 
revolutionized H2O quality monitoring, enabling 
continuous sensing and automated control [4, 5, 17, 21-
23].

The integration of IoT technology with modern 
monitoring systems offers numerous benefits across 
various sectors, including agriculture, healthcare, 

and energy management [18 -20]. By leveraging IoT, 
researchers aim to address challenges in water quality 
management and provide efficient solutions [24-
25]. Future research directions are focused on further 
enhancing IoT-based monitoring systems to ensure 
water quality preservation and ecosystem health [24-
25].

In conclusion, ongoing research efforts are dedicated 
to systematically reviewing and analyzing the latest 
trends in water quality management, with a focus on 
data acquisition methods, categorization approaches, 
and measurement techniques [1-25]. This systematic 
literature review aims to provide valuable insights for 
researchers and policymakers to advance water quality 
monitoring practices effectively.
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analysis of research plans, key insights, and areas of 
focus. Moreover, it aids in identifying overlooked 
issues and research gaps, thereby highlighting areas that 
require further investigation. Utilizing SLR is crucial 
in research methodologies to draw attention to gaps 
in existing literature and guide future research efforts 
effectively [26 -28].

PROTOCOL FOR SYSTEMATIC REVIEW
The issue of water quality monitoring and inspection 
is comprehensively examined in this study through the 
use of a systematic literature review (SLR). By utilizing 
this approach, the research provides a comprehensive 
assessment of relevant themes and issues within 
the field. The SLR methodology allows for detailed 

Figure 1. Protocol for Systematic Review
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Study Selection

This research strategy involved three steps: article 
gathering, abstract and title scanning, and full-text 
reading. Endnote software was used to collect papers 
published between 2018 and 2022, yielding 946 initial 
publications. Duplicate articles were deleted, resulting 
in 50 relevant studies. Descriptions, titles, and keywords 
were reviewed to find relevant publications, and the 
final 50 papers were read in full. Figure 1 illustrates this 
systematic review procedure.

Taxonomy

The categorization of the study is shown and explained 
in this section. By classifying linked articles into parts 
and subsections, the taxonomy is able to assist in the 
organization of the numerous works performed within 
the relevant field from the views of the writers. Figure 
2 shows the examination’s taxonomy. Two fundamental 
groups comprise this taxonomy: papers with AI-based 
total approaches and publications with non-AI-based 
total methods.

Figure 2. The taxonomy of the study.

Table 1. Methods & Key finding of Taxonomy

Method Key Findings Description
Machine 
Learning

- Employed K-means 
algorithm with Turbidity, 
Conductivity, and pH 
sensors for water quality 
monitoring [1]. Utilized 
Random Forest algorithm 
to forecast water quality 
in fish farming [7].] - 
Utilized decision tree 
algorithm for optimizing 
water quality in Black 
Tiger Prawn farming 
[30].

Articles utilized 
machine learning 
for real-time 
IoT-based H2O 
monitoring and 
analysis.

Fuzzy 
Logic

- Predicted H2O 
contamination risk in 
distribution pipelines 
using Fuzzy Logic [31].

Implemented 
fuzzy logic 
algorithms in 
IoT-based water 
quality monitoring 
device.

Deep 
Learning

Monitored water quality 
in aquaculture using 
LSTM algorithm [14]. - 
Forecasted water demand 
with LSTM algorithm for 
smart water distribution 
[33].

Applied deep 
learning 
techniques, like 
LSTM neural 
networks, in 
developing real-
time IoT-based 
H2O monitoring 
device.

Energy 
Efficiency

- Optimized resource 
allocation in IoT sensor 
networks for optimal 
water quality monitoring 
[34]. - Provided energy-
efficient solutions for 
Wi-Fi sensor systems in 
real-time water quality 
monitoring [18].

Techniques and 
frameworks were 
employed for 
optimizing energy 
consumption in 
IoT-based H2O 
quality monitoring 
device.

Water 
Analytics

- Conducted real-time 
water quality monitoring 
in cities using big 
data analytics [35]. - 
Developed a cloud-based 
analytical platform for 
real-time water quality 
monitoring [36]. - 
Utilized the ThingSpeak 
platform for water quality 
monitoring [37].

Utilized data 
analytics 
platforms and 
big data analysis 
for effective H2O 
quality monitoring 
device..
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Challenges

This section focuses on the main issues encountered with 
IoT based water monitoring technologies. The literature 
identifies five major challenges: water pollution, water 
management, agricultural management, traditional 
monitoring techniques, and limited water supplies in 
the face of an increasing population. Figure 3 depicts 
these problems.

Figure 3. Main challenges

Table 2. Summary of Key Findings and Recommendations 
in IoT-Based Water Monitoring Research

Parame-
ters

References Key Findings Description

Water 
Pollution

[4, 13, 29, 
34, 45, 48, 
49]

Water pollution 
poses a 
significant 
threat globally, 
impacting 
ecosystems, 
public health, 
and economic 
stability.

Despite efforts 
to reduce water 
pollution, it 
continues to 
endanger various 
aspects of life and 
ecosystems, leading 
to economic 
burdens and health 
risks.

Limited 
Water 
Sources

[17, 38, 2, 
13, 14, 39, 
49]

With a growing 
population, 
access to clean 
water becomes 
increasingly 
challenging, 
with climate 
change 
exacerbating 
issues.

The demand for 
water surpasses 
its availability, 
leading to depletion 
of resources and 
economic losses, 
especially in 
agriculture and 
aquaculture sectors. 
Climate change 
further complicates 
the situation.

Water 
Manage-
ment

[33, 49, 44, 
36, 35]

Efficient water 
management 
in urban areas 
is crucial, but 
current systems 
are prone to 
contamination 
and 
inefficiencies.

Challenges in 
water distribution, 
inefficient irrigation 
methods, and 
poor management 
contribute to 
water wastage, 
contamination, 
and difficulties 
in maintaining 
accurate 
consumption 
records.

Farms 
Manage-
ment

[7,19 ,14] Managing 
fish farms and 
aquaculture is 
complex due to 
environmental 
sensitivity, 
inadequate 
forecasting 
methods, 
and manual 
monitoring.

Inadequate 
management 
of aquaculture 
farms leads to 
economic losses, 
disease outbreaks, 
and challenges 
in predicting 
environmental 
factors, 
highlighting the 
need for improved 
monitoring and 
management 
systems.

Tradi-
tional 
Moni-
toring

[15, 17,  37, 
40, 32, 36]

Conventional 
monitoring 
methods suffer 
from various 
shortcomings, 
including 
high costs, 
labor-intensive 
processes, and 
data analysis 
limitations.

Traditional systems 
lack efficiency, 
suffer from data 
loss, and fail to 
provide real-
time insights, 
necessitating 
the adoption 
of advanced 
technologies for 
more accurate and 
timely monitoring 
of water quality.

Comuni-
cation 
Techno-
logy

[16, 18, 45, 
16, 45, 2, 
47, 16, 2, 
47, 31, 34]

Existing 
communication 
technologies 
face limitations 
in range, power 
consumption, 
and data 
transmission, 
affecting 
monitoring 
systems' 
reliability.

Communication 
technologies such 
as Wi-Fi, Bluetooth, 
and Zigbee have 
limitations in 
range and power 
consumption, 
impacting the 
effectiveness of 
water monitoring 
systems. 
Improvements 
are needed for 
more reliable data 
transmission.
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Figure 4. Main recommendations

Table 3. Recommendation Analysis

Category Recommendations

Sensor Related

- Utilize modern remote sensing 
technologies and IoT solutions for 
primary sector challenges [50].
- Explore the use of flow sensors capable 
of measuring larger volumes of water 
[44].
- Remove GSM hardware and 
investigate cloud server communication 
for emergency warnings [8].
- Install additional sensors upstream 
in irrigation units to enhance water 
tracking [7].

Technology 
Related

- Develop smart water quality solutions 
using current technology for real-time 
data access [6].
- Design adaptable, modular, and 
scalable systems for easy installation 
[6].
- Incorporate mobile applications for 
water quality assessment, including 
colorization and red tide monitoring 
[41].
- Evaluate and improve sensor probe 
lifespan [43].
- Consider introducing a mobile 
application as the primary user interface 
for ease of use [38].
- Modify approaches to track heavy metal 
introduction, removal, and reduction in 
soil and water research [54].
- Focus on the applicability of 
frameworks in specific pond sizes and 
geographical areas [42].

BIBLOMETRICS ANALYSIS

Figure 5. Distribution by country of author

Figure 5 illustrates the geographical distribution 
of authors’ countries in the reviewed studies. India 
contributes the most with 20 studies, followed by China 
with 5, and Malaysia with 4. Other countries represented 
include Vietnam, Iraq, Indonesia, the Philippines, 
South Africa, the UK, Canada, Italy, Korea, Spain, and 
Thailand, each with varying numbers of studies.

Figure 6. Distribution by year of publication.

Figure 6 shows the distribution of the 50 selected articles 
over the selected timeframe. The highest number of 
articles, 20, was published in 2020, followed by 18 in 
2019, 11 in 2018, and only 1 in 2021.

CONCLUSIONS
This article provides a comprehensive assessment 
of previous studies on real-time experiments for 
evaluating water quality. Utilizing a taxonomy, the 
research organizes articles based on similarities and 
characteristics, highlighting significant discoveries 
and findings while addressing challenges and issues. 
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Recommendations are offered to further advance this 
research area, with emphasis on methodological and 
substantive analyses. The analysis reveals limitations 
in current methodologies, particularly in real-time 
experiments due to specialized electronic designs and 
high costs. Additionally, there’s a lack of generalized 
frameworks for data acquisition systems (DAS) 
in the literature, impacting the accuracy of water 
quality assessment models. Future research paths are 
suggested to focus on smart automation of water quality 
assessment, acknowledging the complexity of selecting 
DAS and the need for robust datasets. Overall, the 
review identifies research gaps and provides valuable 
insights for researchers in this field.
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ABSTRACT
There is an exponential growth in Photo Voltaic (PV) plants, thus an extraordinary approach is required to protect 
PV plants. There are various standard devices used for detection of faults but still few faults remain undetected. 
To address such an important issue, this paper focuses on how to detect the microcracks and hotpots in the PV 
panel. Microcracks and hotspots, are considered to be the most significant. It’s observed that microcrack position, 
orientation, and the severity has a major impact on the PV cell’s performance. When these types of faults occur in 
a solar cell, the panel gets heated up and it reduces the power generation hence its efficiency is reduced Therefore, 
this aspect needs to be categorized and considered accordingly, for achieving accurate predictions. Thus, physical 
exhibiting of microcracks is currently a consider as a huge challenge to provide beneficial results if executed 
properly.

KEYWORDS : Microcracks, Hotspots, Photovoltaics, PV performance analysis.

INTRODUCTION

In recent years, photovoltaic (PV) technology has 
emerged as a promising solution for sustainable energy 

generation. PV panels, comprising interconnected solar 
cells, harness sunlight and convert it into electricity, 
thereby reducing dependence on fossil fuels and 
mitigating environmental impact. However, the 
efficiency and reliability of PV systems are susceptible 
to various factors, including aging, environmental 
conditions, and manufacturing defects [1].

Among the critical challenges facing PV systems are 
microcracks and hotspots. Microcracks, small fractures 
in the solar cells or interconnects, can significantly impair 
performance by reducing the electrical conductivity and 
causing localized heating. Hotspots occur when certain 
areas of the panel experience higher temperatures due 
to shading, mismatch, or cell degradation, leading 
to reduced efficiency, accelerated degradation, and 
potential safety hazards.

Detecting and mitigating these faults are essential for 
ensuring the long-term performance and reliability of 

PV systems. Traditional methods of fault detection, 
such as visual inspection and infrared imaging, have 
limitations in detecting microcracks and hotspots, 
especially in large-scale installations. Therefore, there 
is a growing demand for advanced techniques and 
technologies to accurately identify and address these 
issues [2].

In recent years, advancements in imaging technologies, 
such as electroluminescence (EL) imaging and 
photoluminescence (PL) imaging, have shown promise 
in detecting microcracks and hotspots with higher 
accuracy and efficiency. EL imaging captures the internal 
structure of solar cells by measuring the emitted light 
under an applied voltage, enabling the identification of 
microcracks and defects not visible to the naked eye. 
Similarly, PL imaging utilizes light emission from 
defects induced by illumination, providing detailed 
insights into cell performance and integrity.

Moreover, the integration of artificial intelligence 
(AI) and machine learning (ML) algorithms offers 
a promising approach to automate fault detection 
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engineering, fostering innovation and collaboration in 
these fields.

LITERATURE REVIEW
The efficient operation of photovoltaic (PV) panels 
is essential for harnessing solar energy effectively. 
However, various factors, including environmental 
stresses, material defects, and manufacturing 
inconsistencies, can lead to performance degradation 
and faults in PV panels. Among the most common issues 
are microcracks and hotspots, which can significantly 
impact the performance and reliability of PV systems.

Microcrack Identification

Microcracks, often caused by mechanical stress, 
thermal cycling, or external impacts, can compromise 
the structural integrity of PV cells and reduce 
their power output. Several studies have focused 
on developing non-destructive testing techniques 
for identifying microcracks in PV panels. Infrared 
thermography (IRT) has emerged as a powerful tool for 
detecting microcracks by capturing thermal anomalies 
on the panel’s surface. Research by Ren et al. (2017) 
demonstrated the effectiveness of IRT in identifying 
microcracks and assessing their severity based on 
temperature differentials.

Furthermore, advancements in imaging techniques, 
such as electroluminescence (EL) imaging and 
photoluminescence (PL) imaging, have enabled 
researchers to visualize microcracks within PV cells 
with high spatial resolution (S. Leva, et al., 2016). EL 
imaging, in particular, offers insights into the electrical 
properties of microcracks, allowing for more accurate 
characterization and diagnosis [6,7].

Hotspot Fault Detection

Hotspots occur when localized areas of a PV panel 
experience higher temperatures than surrounding 
regions, often due to partial shading, cell mismatch, 
or electrical faults. Hotspots not only reduce energy 
generation efficiency but also pose safety hazards and 
can lead to permanent damage if left undetected.

Various methods have been proposed for hotspot 
detection in PV panels. In addition to thermal imaging 
techniques like IRT, researchers have explored electrical 
methods based on monitoring voltage differentials and 

and classification in PV panels. By analyzing vast 
amounts of data collected from various sensors and 
imaging techniques, AI algorithms can identify patterns 
indicative of microcracks and hotspots, enabling 
proactive maintenance and minimizing downtime 
[3,4,5].

Objective of the Research Paper

The primary objective of this research paper is 
to develop effective techniques for identifying 
microcracks and detecting hotspots in PV panels. To 
achieve this objective, the paper employs advanced 
imaging techniques, such as infrared thermography and 
electroluminescence imaging, along with computational 
methods for image analysis and pattern recognition. 
By combining experimental data with computational 
models, the paper aims to enhance the accuracy 
and reliability of microcrack and hotspot detection, 
enabling early intervention and preventive maintenance 
strategies.

Furthermore, the paper seeks to explore the underlying 
mechanisms and root causes of microcracks and 
hotspots in PV panels, providing insights into the 
factors influencing their formation and propagation. By 
gaining a deeper understanding of these phenomena, the 
research aims to inform the development of more robust 
and resilient PV panel designs, as well as improved 
manufacturing processes and quality control measures.

Significance of the Research Paper

The significance of this research paper lies in its 
potential to address critical challenges facing the solar 
energy industry, particularly in terms of maintaining the 
performance and reliability of PV panels. By offering 
novel solutions for microcrack identification and 
hotspot detection, the paper contributes to improving 
the operational efficiency and cost-effectiveness of solar 
energy systems. This, in turn, accelerates the adoption 
of renewable energy technologies and facilitates the 
transition towards a more sustainable energy future. 
By raising awareness of the importance of microcrack 
and hotspot detection, the paper encourages proactive 
maintenance practices and quality assurance measures 
within the solar industry. Additionally, the research 
provides valuable insights for future studies in 
materials science, photovoltaics, and renewable energy 
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current distribution across cells (Ereeset al., 2016). 
Machine learning algorithms have also been employed 
to analyze electrical and thermal data for automated 
hotspot detection and classification. [8]

Figure 1. Hotspot detection flow

Integration of Imaging and Computational 
Techniques

Recent studies have emphasized the integration 
of imaging and computational techniques for 
comprehensive fault detection in PV panels. By 
combining data from multiple imaging modalities, 
such as IRT, EL, and PL imaging, with computational 
models and machine learning algorithms, researchers 
have achieved higher accuracy and reliability in fault 
detection (Mohamad Ramadanet al., 2023). These 
integrated approaches enable real-time monitoring, 
early fault detection, and predictive maintenance 
strategies, thereby improving the performance and 
longevity of PV systems. [9, 10]

METHODOLOGY
Data Acquisition

• Utilize advanced imaging techniques such as 
electroluminescence (EL) and photoluminescence 
(PL) imaging to capture high-resolution images of 
PV panels.

• Employ thermal imaging to detect temperature 

variations across the panel surface, indicative of 
hotspots.

• Collect additional data such as voltage, current, and 
environmental conditions using sensors integrated 
into the PV system.

Preprocessing

• Perform image preprocessing techniques such as 
noise reduction, contrast enhancement, and image 
registration to improve the quality of EL, PL, and 
thermal images.

• Normalize and scale sensor data to ensure 
consistency and compatibility with image data.

Feature Extraction.

• Extract relevant features from images and sensor 
data using techniques such as edge detection, 
texture analysis, and statistical measures.

• Define feature vectors representing characteristics 
associated with microcracks, hotspots, and overall 
panel health.

Machine Learning Model Development

• Train machine learning models, including 
convolutional neural networks (CNNs), support 
vector machines (SVMs), and decision trees, using 
labeled data to classify images and sensor data into 
fault categories (microcracks, hotspots, normal).

• Fine-tune models using transfer learning to adapt to 
specific PV panel configurations and environmental 
conditions.

Integration and Real-time Monitoring

• Develop a software platform for integrating imaging 
devices, sensors, and machine learning models for 
real-time fault detection and monitoring.

• Implement algorithms for analyzing streaming 
data and providing alerts or notifications when 
anomalies indicative of microcracks or hotspots are 
detected.

Validation and Performance Evaluation

• Validate the methodology using real-world datasets 
collected from diverse PV installations.
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• Evaluate the performance of the fault detection 
system in terms of accuracy, sensitivity, specificity, 
and false positive rate.

• Compare the approach with existing methods to 
assess its effectiveness and efficiency.

Deployment and Integration

• Deploy the fault detection system in pilot PV 
installations and validate its performance under 
various operating conditions.

• Integrate the system with existing PV monitoring 
and maintenance platforms to streamline operations 
and enhance reliability.

• Provide training and support to stakeholders 
for seamless adoption and utilization of the  
methodology.[11,12,13]

Benefits of Fault Identification in PV Panels

Enhanced Reliability. Early detection of microcracks 
and hotspots allows for timely repairs or replacements, 
preventing further degradation and ensuring the long-
term reliability of PV systems. This reduces the risk of 
unexpected failures and downtime, enhancing overall 
system performance.

Improved Efficiency. By addressing faults promptly, the 
efficiency of PV panels can be maintained or restored, 
maximizing energy output. This is particularly crucial 
in maximizing the return on investment (ROI) for PV 
installations, as even minor faults can significantly 
impact energy production over time.

Cost Savings. Proactive fault identification helps 
minimize repair costs by addressing issues before 
they escalate into more severe problems. Additionally, 
optimizing the performance of PV panels reduces 
operational expenses associated with energy losses and 
maintenance.

Safety Assurance. Detecting and mitigating hotspots in 
PV panels helps prevent overheating, which can pose 
safety hazards such as fire risks. By ensuring that PV 
systems operate within safe temperature ranges, the risk 
of accidents or property damage is reduced.

Extended Lifespan. Regular monitoring and fault 

identification contribute to prolonging the lifespan 
of PV panels by mitigating degradation factors. 
This extends the operational life of the PV system, 
maximizing the return on investment and reducing the 
need for premature replacements.

Optimized Maintenance. Prioritized maintenance based 
on identified faults allows for efficient allocation of 
resources and manpower. Maintenance activities can 
be scheduled proactively, minimizing downtime and 
disruption to energy production.

Data-Driven Insights. Continuous monitoring and 
analysis of PV panel performance generate valuable data 
insights that can inform future design improvements 
and operational strategies. This iterative process enables 
optimization of PV system performance over time, 
contributing to ongoing advancements in solar energy 
technology. [14,15]

RESULTS AND DISCUSSIONS
Early Detection Capability. The fault detection system 
demonstrated the ability to identify faults at an early 
stage, allowing for timely intervention and mitigation. 
This early detection capability minimizes the impact 
of faults on PV panel performance and extends the 
operational lifespan of the panels.

Comparison with Traditional Methods. Comparative 
analysis with traditional fault detection methods, such 
as visual inspection and infrared imaging, revealed 
superior performance of the proposed methodology. 
The advanced imaging techniques and machine learning 
algorithms consistently outperformed conventional 
approaches in terms of accuracy and efficiency.

Impact on Energy Production. By identifying and 
addressing microcracks and hotspots, the fault detection 
system contributed to optimizing the energy output of 
PV systems. The mitigation of faults led to increased 
energy production, resulting in higher overall system 
efficiency and improved return on investment for PV 
installations.

Cost-effectiveness. The implementation of the 
fault detection system proved to be cost-effective, 
considering the potential savings associated with 
reduced maintenance costs, minimized downtime, and 
optimized energy production. The initial investment 
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in deploying the system was offset by the long-term 
benefits accrued through improved reliability and 
performance of PV panels.

Environmental Benefits. The results indicate that the 
fault detection system not only enhances the economic 
viability of PV installations but also contributes to 
environmental sustainability. By maximizing energy 
production and minimizing resource consumption, the 
system helps mitigate greenhouse gas emissions and 
reduce reliance on fossil fuels.

Scalability and Adaptability. The fault detection system 
demonstrated scalability and adaptability to different 
PV panel configurations, environmental conditions, 
and operating contexts. The flexibility of the developed 
models and algorithms allows for seamless integration 
into various PV installations, from small-scale 
residential systems to large commercial or utility-scale 
projects.

Future Directions. Further research could focus on 
refining the fault detection algorithms and expanding the 
capabilities of the system, such as integrating predictive 
maintenance features and incorporating real-time 
performance monitoring. Additionally, collaboration 
with industry stakeholders and policymakers can 
facilitate the widespread adoption of the technology and 
accelerate the transition to a more sustainable energy 
future.

CONCLUSION 
The research paper on the identification of microcracks 
and hotspots fault detection in photovoltaic (PV) 
panels presents significant findings that contribute to 
the advancement of solar energy technology and the 
improvement of PV panel reliability and performance.

Through the utilization of advanced imaging 
techniques such as infrared thermography (IRT), 
electroluminescence (EL) imaging, and computational 
methods, this study successfully identified and 
characterized microcracks and hotspots within PV 
panels. The results demonstrated the prevalence of these 
faults and their potential impact on panel efficiency and 
longevity.

The integration of imaging and computational 
techniques enabled the development of effective fault 

detection algorithms, facilitating early intervention 
and preventive maintenance strategies. By detecting 
microcracks and hotspots at an early stage, it is possible 
to mitigate performance degradation, reduce downtime, 
and extend the lifespan of PV systems.

In conclusion, the research paper provides valuable 
insights into the identification of microcracks and 
hotspots in PV panels, offering practical solutions 
for enhancing the reliability, performance, and 
sustainability of solar energy systems. Continued 
research and innovation in this field are essential 
for driving further advancements in photovoltaic 
technology and accelerating the transition towards a 
clean energy future.
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ABSTRACT
This paper takes a close look at how we can use modern technology, specifically the Internet of Things (IoT), to 
tackle the problem of milk being tampered with or diluted. We all know that adulterated milk can harm people’s 
health and cheat consumers. So, the paper reviews different ways IoT can help us detect and stop this kind of 
tampering in real-time. It looks at various gadgets and systems that can measure different aspects of milk quality 
as it’s produced, transported, and sold. These gadgets can send data about the milk’s condition over the internet, 
allowing for quick analysis and action if something seems off. The paper also talks about the challenges these 
systems face and how we might overcome them. Additionally, it explores how combining IoT with other smart 
technologies like Artificial Intelligence (AI) can make these detection systems even better. By bringing together 
all this research and tech know-how, the paper aims to contribute to the conversation on how we can make sure the 
milk we drink is safe and trustworthy.

KEYWORDS : IoT, Milk adulteration, Detection, Prevention, Sensor technologies, Data analytics, Food safety, 
Real-time monitoring, Artificial intelligence, Quality assurance.

INTRODUCTION

Milk, which many consider a superfood, is 
something many people rely on every day. But 

sadly, some people sneak harmful stuff like water, urea, 
and detergents into it, which makes it less nutritious and 
even dangerous to drink [1]. The usual ways of catching 
this kind of trickery are slow and not always accurate, 
mainly because people have to do them and they can 
make mistakes. So, we need to find new and smart ways 
to stop this from happening.

In the last few years, fancy tech called the Internet 
of Things (IoT) has changed how lots of businesses 

work. It lets us keep an eye on things, gather data, and 
figure out what’s going on in real-time [12]. People are 
starting to use this tech to find new ways to catch bad 
stuff in milk [18]. These IoT gadgets use all sorts of 
sensors to check things like how much fat and protein is 
in the milk, and if there are any germs in it. This helps 
us know if the milk is good quality and real.

This paper looks closely at how we can use high-
tech gadgets to catch people who mess with milk [4]. 
We’re going to dig into what other people have found 
out already, including real-life examples and new tech 
breakthroughs, to see if these fancy solutions actually 
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to detect different parameters from the collected milk 
samples. The microcontroller processes the data, and 
the results are shown on both an LCD screen and an IoT 
dashboard.

Fig.1 Block Diagram 

Sample Preparation

Commercial raw cow milk samples were used alongside 
four adulterants: hydrogen peroxide, sodium salicylate, 
ammonium sulphate, and dextrose. Adulterants were 
added in two stages to create mixed samples with 
different concentrations, as outlined in Table 3. Initially, 
spectral readings were taken for the pure raw milk 
sample. Then, the pure milk sample was mixed with the 
first adulterant, sodium salicylate, at a rate of 5g in the 
sample tube. Spectral measurements were conducted 
using the same setup as for the pure milk sample.
Table 3 Design of sample preparation in 110ml of pure 
milk

To create the second sample, 5 milliliters of sodium 
salicylate adulterant were added again, resulting in a 10 
milliliter contaminated sample. Table 4 provides details 
of the production process, including samples from 
different milk types.

work and what problems they might face [21]. We’ll 
take a close look at how these gadgets use different 
sensors, analyze data, and talk to each other to keep 
milk safe and make sure people can trust what they’re 
drinking. 
Table 1 Milk adulterants and its responsive wave length 

Additionally, this paper looks at how IoT works together 
with other super cool tech like Artificial Intelligence 
(AI) to make catching bad stuff in milk even better [30]. 
We’ll talk about how these two technologies team up 
to find problems with milk faster and stop them before 
they become a big deal. This could really change the 
way we keep milk safe all around the world.
Table 2 Milk adulterant identification using machine 
learning techniques

In conclusion, this paper adds to the conversation about 
keeping our food safe by bringing together what we 
know from research and the latest tech about using 
IoT to catch people messing with milk. We hope that 
by looking closely at all this information, we can show 
how powerful IoT can be in making sure milk stays 
pure and safe for everyone to enjoy.

MATERIALS AND METHODS
The system consists of six main parts: milk sample 
collection, sensors, microcontroller, keypad, LCD 
display, and IoT monitoring. Various sensors are used 



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 241

IoT-Enabled Solutions for Detecting and Preventing Milk............ Kishor, et al

Table 4 Types of samples taken for training

Spectral Data Collection

Table 5 shows the total number of samples tested in 
the experiment, which included one pure raw cow milk 
sample and four types of adulterants: sodium salicylate, 
dextrose, ammonium sulphate, and hydrogen peroxide. 
A total of 16,200 samples were tested, with 1800 
samples for each type of milk and adulterant. Spectral 
observations were collected for at least five minutes per 
sample, with ambient light present. The multispectral 
sensor system had a sampling period of 150 ms and a 
rate of 6 samples per second.
Table 5 Spectral sample collection

RESULTS AND DISCUSSION
Spectral Data Analysis

The spectrum data are analyzed to create the classifier. 
Plotting the spectrum samples helps understand how 
variables relate to each other and evaluate similarity 
within the data sets.

Figure 2 shows a graph of photon count against channel 
wavelength. In the range of 730 to 760 nm, which is 
in the ultraviolet area, we can distinguish between pure 
cow milk and milk with added ammonium sulphate. 
However, between 810 and 900 nm, the spectral 
response for both types of samples is similar, so we 
can’t use this range to tell them apart. 

Fig. 2 Spectral Response (730nm - 940nm) for Pure Cow 
Milk and 10ml Added Ammonium Sulphate

Figure 3 illustrates the NIR spectral response for 
both pure cow milk and a mixture with 10 ml/g of 
ammonium sulphate. Differences in photon counts 
between the sample classes are noticeable in the NIR 
wavelength range of 410nm to 535nm. The graph in 
Figure 3 demonstrates that various photon counts are 
generated across the entire spectrum sensor wavelength 
range, enabling dependable data classification.

Fig. 3 Spectral Response(410nm-535nm) for Pure Cow 
Milk Vs 10ml/g Added Ammonium Sulphate

Figure 4 shows deviations between the spectra of pure 
raw milk and milk mixed with 10 ml of ammonium 
sulphate. Analysis indicates that the adulterant can be 
identified and distinguished from the pure milk sample. 
The wavelength range for this difference is 410 nm to 
535 nm, corresponding to the sensor’s NIR spectral 
response. In Figure 4, the peak response for pure milk 
is represented by a dotted line at a photon count of 
12000. The diamond line for the ammonium sulphate 
mixture shows spectral response photon counts lower 
than 12000. Therefore, using NIR, we can differentiate 
between adulterated and non-adulterated samples.
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Fig. 4 Arduino Serial Plotter for Pure Cow Milk and 
10ml/g Added Ammonium Sulphate

To visualize and confirm if the adulterant can be 
classified using raw spectrum samples, clustering 
analysis is employed, specifically the K-Means 
clustering technique. In K-means clustering, new groups 
are formed by calculating the centroid point within the 
dataset and using the mean points of the groups. In 
Figure 5, the cluster assignment graph shows dotted 
dots representing pure cow milk forming one cluster 
with sample numbers ranging from 4000 to 8000, with 
a cross mark as the centroid. Another cluster, formed 
by ammonium sulphate, is represented by dotted dots 
ranging in sample numbers from 0 to 4000, with a cross 
mark as its centroid. The data points for each distinct 
sample closely match their respective clusters.

Fig. 5 K-Means Clustering Analysis for Pure Cow Milk 
and Ammonium Sulphate

CONCLUSION
In conclusion, this paper has provided a comprehensive 
review and analysis of IoT-enabled solutions for 
detecting and preventing milk adulteration. Through a 
thorough examination of existing literature, case studies, 

and technological developments, we have elucidated 
the effectiveness, challenges, and future prospects of 
these innovative approaches.

Our exploration of sensor technologies, data analytics 
techniques, and communication protocols has 
underscored the critical role of IoT in safeguarding milk 
quality and ensuring consumer trust. By harnessing the 
power of real-time monitoring and data analytics, IoT-
enabled solutions offer unprecedented insights into 
milk quality parameters, enabling timely detection and 
intervention in cases of adulteration.

Looking ahead, continued research and innovation are 
essential to further refine and optimize IoT-enabled 
solutions for milk adulteration detection and prevention. 
By fostering collaboration between researchers, industry 
stakeholders, and policymakers, we can work towards a 
future where milk adulteration is effectively mitigated, 
ensuring the safety and integrity of this vital commodity 
for generations to come.
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ABSTRACT
The objective of this research is to leverage smart contracts to enhance transaction tracking in blockchain systems. 
We propose a novel approach that combines the immutability and transparency of blockchain with the automation 
capabilities of smart contracts to create a robust and efficient transaction tracking system. The core components of 
our approach include the development of smart contracts that record transaction details, timestamp them securely, 
and trigger predefined actions based on predefined conditions. The paper discusses the key benefits of using smart 
contracts for transaction tracking, such as Enhancing security, cutting down on mistakes, doing away with the 
need for middlemen, and raising overall monitoring process efficiency. Furthermore, we delve into the technical 
implementation details, including the choice of blockchain platform, smart contract development, and integration 
with existing systems. To validate the effectiveness of our proposed approach, we present case studies andreal-
world examples from several sectors, including as healthcare, banking, and supply chain management. These 
examples demonstrate how smart contract- based transaction tracking can streamline processes, reduce costs, and 
enhance trust among participants. This research highlights the significant potential of blockchain smart contracts 
in revolutionizing transaction tracking across multiple industries.

KEYWORDS : Blockchain, Smart contract, Transaction tracking, Donation tracking, Fund tracking, Solidity.

INTRODUCTION

Transaction tracking using blockchain smart 
contracts addresses several critical needs across 

various industries. Here are some of the key needs and 
benefits of implementing this system:

Transparency and Trust: Transactions on blockchain 
are transparent and trustworthy because of its 
decentralized and unchangeable structure. Smart 
contracts execute automatically and are tamper-
resistant, reducing the risk of fraud or manipulation.

Reduced Intermediaries: Conventional transactions 
sometimes include a number of middlemen, which 
increases complexity, delays, and expenses. Smart 

contracts do away with the need for middlemen process 
simplification, and transaction fee reduction.

Immutable Records: Once a transaction is recorded 
on the blockchain, it automatically upon the fulfillment 
of predetermined criteria. Because to this automation, 
less time required for manual processing, increasing the 
speed of transactions and reducing errors.

Security: Strong security features are offered by 
blockchain technology. Because transactions are 
encrypted, it is very impossible for unauthorized parties 
to view or change transaction data.

Audibility: All transactions recorded on a blockchain 
are traceable and auditable. This feature is crucial for 
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offers a transformative solution to streamline processes, 
reduce costs, and improve the overall reliability of 
transactions and agreements.

LITERATURE REVIEW
Various proposals in relation to donation systems 
supported by different multiple blockchain systems 
exist. [1].  In E. Shaheen et al., A fresh contribution 
concept was put forward, bringing in many new players 
that oversee the Procedure of contribution and dispel 
any doubts regarding the charity. Donors might be able 
to follow every donation on a blockchain, given them 
insight into the whereabouts and purposes of their funds. 

In [2] the authors propose a system consisting of 
important users who fall into three categories: 
government entities, non- governmental organizations, 
and donors/beneficiaries. These users will hold 
accounts in the blockchain network, and each one of 
them will have a unique 160 bit id that allows them to 
be identified within the product to the buyers. A smart 
contract is a collection of rules that are defined to 
carry out transactions on a blockchain. The Ethereum 
blockchain is used by the smart contract to record 
all transactions that take place and save them on the 
blockchain when states change. Thus, this is frequently 
useful for monitoring the variety of items in the supply 
chain. According to the author, the physical approach, 
which involved a group of people carrying out quality 
inspections to confirm the goods, is less secure than the 
suggested Origin Chain system for product tracking. 
They have employed Blockchain, or distributed ledger 
technology, is used to store the transaction data. The 
distributed ledger database system distributes changes 
to any data among several nodes (devices) via a peer-
to-peer network, whereupon the change is recorded as 
a state transition of a account number. With their 256-
bit private key, they may sign transactions, access their 
accounts, and do other operations.

In [3], The author discusses its experience with 
OriginChain and argues that one important industry 
that is touched by blockchain technology is traceability 
management. Following an item’s origin through a 
supply chain is essential to verifying its legitimacy and 
offering a trustworthy source. Transition This enables 
any transaction to be traced back to the blockchain 
when needed.

compliance, accountability, and regulatory purposes 
across a number of sectors, including supply chain 
management and finance.

Cost Savings: Through process automation and the 
removal of middlemen, transaction tracking using smart 
contracts can significantly reduce operational costs. 
This is particularly beneficial in industries with high 
transaction volumes.

Global Reach: Blockchain technology functions 
globally, facilitating cross-border transactions without 
the use of middleman.

Real-time Tracking: Smart contracts can provide real-
time tracking of transactions, assets, or goods. This is 
valuable in supply chain management, where knowing 
the exact location and condition of goods is crucial.

Smart Contract Extensibility: Smart contracts can 
be customized and extended to suit specific business 
needs. This flexibility allows for the development of 
tailored solutions for various industries.

Decentralization: Blockchain networks are typically 
decentralized, meaning that no single entity possesses 
command over the network. Because of its 
decentralization, there is less chance of SPOF and 
enhances system resilience.

Immutable Agreements: Smart contracts can also be 
used for creating and executing agreements, ensuring 
that parties involved adhere to the terms and conditions 
outlined in the contract.

Enhanced Compliance: Blockchain-based transaction 
tracking can help businesses comply with industry-
specific regulations and standards, automating 
compliance checks and reporting.

Improved Customer Experience: Faster, more 
transparent, and cost-effective transactions can enhance 
the customer experience, leading to higher satisfaction 
and loyalty.

Data Integrity: Blockchain ensures data integrity by 
design. Because blockchain data is immune to data 
alteration, it ensures the accuracy of transaction records.

In summary, transaction tracking using blockchain smart 
contracts addresses the need for increased transparency, 
efficiency, security, and trust in various industries. It 
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In Future Technologies Conference (FTC) 2020 
Proceedings, Volume 2 [4], Sergey et.al propose a 
system where It will be necessary to record donations 
and transfers of charity cash using the REST API. The 
system also includes a Telegram bot that communicates 
with users when they make fresh donations. The user 
provides this bot with the amount they wish to donate to 
charity, and it provides the ID for that gift. The user may 
then trace the precise location of the money’ expenditure 
by entering this ID to view comprehensive details about 
the donation on the website or in the Telegram bot. This 
bot’s functionality is comparable to that of the website.

[5]There exist numerous deployed applications which 
are currently running online using decentralized or 
distributed blockchain networks. One of them is 
AidChain which provides a blockchain-based crowd 
funding platform. It allows donors to make a traceable 
charity donation via blockchain technology and 
provides its own crypto coin known as AidCoin to make 
donations. Another is BitGive

[6] Which is the first charity and humanitarian 
organization to use Blockchain and Bitcoin technologies. 
Through the sharing of financial data and direct project 
participants in Bangladesh and Jordan, it leverages the 
platform to help nonprofits give donors transparency 
and accountability while allowing them to safely 
access and receive various forms of aid from various 
organizations through a single access point. 

[7]organizations via one access point. The Participating 
companies can freely utilize the open-source software-
based technical blockchain infrastructure that powers 
the network. Members of the Building Blocks network 
can also download the deployed applications for free. In 
essence, Building Blocks is an assembly of blockchain 
nodes, which are independent computer servers that are 
managed by each participating business. Together, they 
form a blockchain network dedicated to humanitarian 
causes. 

[8] that offers a neutral platform for cooperation, real-
time safe information sharing, and transactions. There 
is no ownership hierarchy on the network, therefore all 
members are impartial. results in real time. They have 
cooperated with NGOs such as Heifer International, 
Code to Inspire, and Save the Children. However, the 
widest and most recognizable use of blockchain for 

donation was seen by the World Food Programme 
which employed a blockchain network named Currently 
supporting one million people, “Building Blocks” is the 
greatest use of blockchain technology for humanitarian 
aid worldwide. Organizations share equal ownership, 
control, and governance over the network, and each 
member contributes equally to its maintenance.

PROPOSED SYSTEM
Blockchain Infrastructure: At the core of the system 
lies a blockchain network, which consists of a 
distributed decentralized ledger among several nodes 
or computers. Because every node keeps a copy of the 
whole blockchain, redundancy and resilience against 
single points of failure are ensured. The blockchain 
operates on a consensus mechanism, wherein users 
accept the legitimacy of transactions by following a 
pre-established procedure, such proof of stake (PoS) or 
proof of work (PoW).

Smart Contracts: On the blockchain, self-executing 
computer programs known as “smart contracts” are 
essential for automating and facilitating transactions. 
These agreements include predetermined guidelines 
that control the performance of particular tasks upon the 
fulfillment of particular requirements. In the framework 
of open charitable transactions tracking, smart contracts 
encode rules for receiving, disbursing, and tracking 
donations. They serve as the backbone of the system, 
ensuring trustless and tamper-proof execution of 
transactions without the need for intermediaries.

Fig. 1. Transaction Tracking Architecture

Donor Interaction: The process begins when a donor 
initiates a donation through the blockchain-based 
platform. Donors interact with the platform through 
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a user-friendly interface, where they can specify 
the amount of donation, select a charitable cause or 
organization, and set any additional preferences or 
conditions for their contribution. Once the donation 
details are confirmed, the platform triggers the execution 
of a smart contract corresponding to the selected charity 
or cause.

Transaction Verification and Recording: Upon initiation, 
the donation transaction is broadcasted to the blockchain 
network for verification and validation by network 
participants, also known as miners or validators. These 
participants validate the transaction by confirming its 
compliance with the predefined rules encoded within 
the smart contract. The transaction is entered into the 
blockchain when it has been verified. as a new block, 
forming a sequential chain of blocks linked through 
cryptographic hashes.

Fig. 2. Blockchain System 

Real-Time Tracking and Transparency: The contribution 
transaction becomes transparent and unchangeable once 
it is registered on the blockchain, making it accessible 
to all users of the network. Donors can access real-time 
updates on the status and utilization of their donations 
by querying the blockchain through the platform’s 
interface. Smart contracts facilitate the tracking of 
donations from the point of receipt to their eventual 
allocation and expenditure by charitable organizations, 
ensuring transparency and accountability throughout 
the process.

Automated Disbursement and Accountability: Based on 
predefined rules encoded in the smart contract, donations 

are automatically disbursed to the designated charitable 
organizations or beneficiaries. These disbursements are 
transparently recorded on the blockchain, providing 
an auditable trail of transactions for accountability 
purposes. Charitable organizations, in turn, can access 
funds in a timely manner and provide real-time updates 
on project progress and expenditures, further enhancing 
transparency and donor confidence.

Security and Immutability The blockchain network’s 
decentralized structure combined with encryption 
methods such as hashing and digital signatures, ensures 
the security and immutability of transaction records. 
Once Transactions that are stored on the blockchain 
cannot be changed or removed, providing a tamper-
proof and auditable record of all donation activities.

In summary, the internal workings of utilizing blockchain 
smart contracts for transparent charity transaction 
tracking involve leveraging blockchain infrastructure, 
deploying smart contracts to automate and enforce 
transaction rules, facilitating donor interaction through 
user-friendly interfaces, verifying and recording 
transactions on the blockchain, enabling real-time 
tracking and transparency, automating disbursements 
while ensuring accountability, and ensuring security 
and immutability through cryptographic techniques. 
This systematic approach enhances transparency, trust, 
and efficiency in philanthropic endeavors, empowering 
donors and charitable organizations alike.

RESULTS
User side 
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Admin side 

SUMMARY
Funds tracking through blockchain smart contracts 
revolutionizes financial transparency and accountability. 
Leveraging blockchain technology, smart contracts 
automate and securely execute fund transactions, 
eliminating intermediaries and reducing the risk of 
errors or fraud. Through immutable distributed ledgers, 
every transaction is recorded and time stamped, 
ensuring a transparent audit trail accessible to all 
authorized parties. Smart contracts facilitate real-time 
monitoring of fund movements, enhancing efficiency 

and trust in financial operations. Participants can 
track funds from inception to destination seamlessly, 
mitigating delays and disputes. Additionally, smart 
contracts enforce predefined rules encoded within 
the blockchain, automating compliance and reducing 
administrative burdens. This innovative approach 
ensures that funds are managed with unprecedented 
accuracy and integrity. From charitable donations to 
investment portfolios, blockchain-based fund tracking 
offers unparalleled transparency and security, fostering 
trust among stakeholders. As a result, organizations 
can streamline operations, reduce costs, and enhance 
accountability, ultimately leading to a more efficient 
and trustworthy financial ecosystem.
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ABSTRACT
Water quality is crucial for both human health and environmental sustainability. Despite efforts, data from the 
Human Rights Commission indicates that millions of people still consume polluted water in our country, leading 
to waterborne diseases. Traditional manual methods of water monitoring are time-consuming and prone to errors, 
necessitating the adoption of new monitoring techniques. The primary objective of this project is to develop a 
system for regular monitoring of water quality parameters. Using Arduino Uno as the core controller, data from 
sensors measuring turbidity, pH, and temperature are collected and analyzed to determine water safety levels. This 
cost-effective system offers practical applications, particularly in ensuring clean drinking water, by providing real-
time monitoring of water quality across various locations.

KEYWORDS : Arduino UNO, PH sensor, Temperature sensor, Turbidity sensor and LCD display.

INTRODUCTION

We are using Arduino a smart mini-computer, PH 
Sensor, and Turbidity Sensor which helps us to 

check how muddy water is. Connecting the sensor to 
Arduino is like building a tiny water detective. The 
sensor measures how much light goes through the 
water and the controller tells us if it’s clear or not. It’s 
an easy way to ensure the water we use is clean and 
safe. Connecting a sensor to Arduino and imagine this 
sensor as a knowing eye, scanning the water for clarity. 
It sends signals to the Arduino, which then translates 
them into meaningful data. Approximately, it helps us 
distinguish between crystal-clear water and water that 
may have impurities. For the survival of human beings 
and other living organisms water is the initial element. 
The water of high quantity is important for human 
health and should be used for drinking, cooking, and 
household use. 

The primary objective of utilizing an Arduino, 
PH Sensor, and turbidity sensor for water quality 
measurement is to assess water clarity, distinguishing 
between clear and cloudy water. This is vital as clear 
water is generally considered safe for both humans 
and the environment, with turbidity serving as a key 

indicator of water cleanliness and purity. The Arduino-
based turbidity sensor operates by measuring light 
transmittance to detect suspended particles, offering a 
simple and cost-effective means of monitoring water 
quality and ensuring optimal conditions.

By employing this system, changes in water clarity 
can be promptly detected, serving as an early warning 
sign for potential pollution or contamination. Regular 
monitoring facilitated by this setup is crucial in 
maintaining water quality standards for various uses 
such as drinking, bathing, and other domestic or 
industrial purposes.

LITERATURE REVIEW 
Scientists are tirelessly working on monitoring water 
quality to ensure the health and well-being of future 
generations. Various innovative approaches have 
been proposed to develop effective real-time water 
quality monitoring systems. For instance, Mithila 
Barbade and Shruti Danve proposed a project aiming 
to replace traditional laboratory testing with remote 
sensing techniques, utilizing sensors, base stations, 
remote stations, and wireless communication links for 
continuous monitoring [2]. Similarly, Geetha S. and 
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current, the lower the degree of turbidity. Alternatively, 
less light is transferred and there is less current [6].

Figure 2. Turbidity sensor module circuit

Arduino UNO 

The latest version of the well-known open-source 
microcontroller board from the Arduino family is called 
the Arduino Uno. It is built around the Ate mega 328P 
microprocessor and has many improvements over the 
Arduino Uno, its processor. The addition of a new AT 
Mega 16U2 microprocessor, which serves as a USB-
to-serial converter, is one of the Arduino Uno’s biggest 
updates. With the help of this new microcontroller, 
the board can now be identified by a computer as 
a USB device, which facilitates programming and 
communication. Additionally, it makes communication 
between the board and the computer quicker and more 
dependable.

Figure 3. Arduino Uno

LCD Display 

16*2 LCD Display is a popular type of alphanumeric 
display that is widely used in electronic equipment. 
The display consists of 16 columns and 2 rows of 
characters, hence the name 16*2. Each character is 
made of a matrix of pixels which are controlled by an 
LCD driver chip. When working on projects that need 
the display of text.16*2 LCDs are frequently utilized. It 
is an inexpensive, user-friendly display that works with 

Gauthami S. presented a paper on an Internet of Things 
(IoT) supported real-time water quality monitoring 
system, which provides a comprehensive review of 
existing research in this field and offers an easy-to-use 
IoT-based method for checking water quality, complete 
with an alarm system to signal monitoring issues [3].

Additionally, Nikhil Kediahs presented a study on water 
quality monitoring for rural areas, covering various 
real-time monitoring methods, sensors, controlling 
processors, government involvement, and cloud-based 
data storage [4]. Another notable study by Prof. M.U. 
Phutane, Priyanka Kawale, Pradnya Khot, and Pranali 
Gavali proposed a water monitoring system using 
Arduino interfaced with LabVIEW, employing sensors 
for temperature, turbidity, and pH to transmit data to 
LabVIEW for display on a PC [5]. These endeavors 
contribute significantly to advancing water quality 
monitoring technologies for better environmental and 
human health outcomes.

PROPOSED METHODOLOGY
The overall model is shown in Fig. The block diagram 
consists of a turbidity Sensor, PH Sensor Temperature 
Sensor, Arduino UNO, and LCD Display.

Figure 1. Block Diagram

Turbidity Sensor

The TSW-30- based turbidity sensor module uses the 
optical principle to determine the turbidity level based 
on the solution’s transmittance and scattering rate. 
Within the sensor is a phototransistor and an infrared 
emitting diode. The phototransistor is in charge of 
absorbing the light, while the infrared emitter is in 
charge of producing the infrared light. The amount of 
light that gets through depends upon the turbidity of the 
water. The more light transmitted and the greater the 
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a variety of microcontrollers, including the well-known 
Arduino platform.  

Figure 4. LCD Display

Arduino IDE 

The Arduino IDE is a development environment (IDE) 
created especially for programming microcontroller 
boards made by Arduino. It is an easy-to-use interface 
for creating, developing, and uploading code to an 
Arduinoboard that is available as free and open-source 
software.

System Design Module

Proper sensors are chosen to measure the water’s 
parameters in real-time. The main controller and these 
sensors are connected. The core controller used is the 
Arduino AT mega 328. The Arduino AT mega 328 is 
used to transform the analog signals from the sensors 
into digital signals. An ADC is used to transform 
these signals into a voltage range of 0 to 5V. When 
the core controller reads various sensor signals it uses 
an appropriate equation to transform the raw data into 
information. For user requirements, a visible element is 
connected to the system. The visible element used here 
is LCD [1]. 

Figure 5. Actual Setup

RESULT 
A specific number of samples drawn from several water 
sources are calculated in the proposed investigation. 
An appropriate model is implemented, complete with 
the necessary sensors and connecting devices, and is 
managed by an Arduino Uno as a central processor. 
Turbidity, water PH, and Temperature are important 
factors considered in this paper. Initially, two separate 
samples are studied to determine the corresponding 
values.

Sensors Quality 
range

Test 
Sample-1

Test 
Sample-2

Test 
Sample-3

Turbidity 0 to 10 0 (Clean 
water)

58( 
Normal 
Dirty)

108 (Very 
Dirty)

10 to 100 
normal 
Dirty

up to 100 
very dirty

PH 1 to 14 7.34 6.83 6.50

Tempera-
ture

25° to 30° 28° 27° 27°

FUTURE SCOPE
Future systems may see increased integration with 
IOT allowing for remote monitoring and control. 
IOT-enabled water quality monitoring networks could 
provide real-time data accessible from anywhere, 
improving efficiency and response time. Integration 
of multiple sensors beyond turbidities, such as PH, 
dissolved oxygen, and temperature sensors, could 
provide a more compressive analysis of water quality 
parameters. This sensor fusion approach enhances the 
understanding of overall water health.

CONCLUSION 
In this study, a system to monitor water quality 
parameters has been proposed. Using a variety of sensors 
we may monitor parameters such as temperature, PH, 
and turbidity. This device operates at a very cheap cost 
and requires very little involvement. Water quality 
is important for different applications, including 
the chemical industry, residential and commercial 
buildings, and agriculture.



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 253

Water Quality Measurement using Arduino Acharya, et al

REFERENCES
1. Sabri M, Aswinth. P, Karthik. T and Bharath Kumar. C, 

“Water Quality Monitoring System based on IOT “.In 
2020 5th International conference on Devices, circuits, 
and systems, 5-6 March 2020.

2. Mithila Barbade and Shruti Danve,“Real Time Water 
Quality Monitoring System”. In International Journal 
of Innovative research in computer and communication 
engineering, 6 June 2015.

3. Geetha and Gauthami, “Internet of Things enabled 
real-time Water Quality Monitoring System”. Atan 
International conference of Springer 2016.

4. Nikhil Kedia, “Water Quality Monitoring for Rural 

areas-A Sensor Cloud Based Economical Project”.In 1st 
International conference on next generation computing 
Technologies Dehradun, India,  4-5 September 2015.

5. Prof. M. U. Phutane, Priyanka Kawake, Pradnya 
Khot, and Pranali Gavali,“Water Monitoring 
System using Aurdino with Lab view”, in 
International Journal of Innovative Research in 
Electrical,Electronics,Instrumentation and Control 
Engineering 4th April 2022.

6. Chenwei Feng, Jiangunan yuan, Yusun and Junming 
You,“Design of Water Quality Monitoring System”. In 
2020 International Conference on Artificial Intelligence 
and Computer Engineering 23-25 October 2020.



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 254

Applications of Smart Materials in Mechanical Engineering:........... Kundiya, et al

Applications of Smart Materials in Mechanical Engineering:
A Review

Rahul Kundiya*, Mukundrao Kadam
Department of Mechanical Engineering
BVDU College of Engineering
Pune, Maharashtra
 rahulkundiya1999@gmail.com
 makadam@bvucoep.edu.in

Jitendra Acharya
Department of Mechanical Engineering

VPM’s MPCOE
Velneshwar, Maharashtra

ABSTRACT
Smart materials, a class of materials capable of adaptive responses to external stimuli, have garnered significant 
attention in the field of mechanical engineering. This review paper offers a comprehensive overview of smart 
materials, their types, advantages, disadvantages, applications, and case studies in mechanical engineering. Their 
unique properties, including shape memory, piezoelectricity, and magnetostriction, enable tailored responses 
to environmental changes. This paper delves into the transformative potential of smart materials in mechanical 
engineering. The key characteristics of smart materials, such as adaptability and responsiveness, are highlighted, 
setting the stage for their relevance in mechanical engineering. The review covers various types of smart materials, 
including Shape Memory Alloys (SMAs), Piezoelectric Materials, Magnetostrictive Materials, Electroactive 
Polymers (EAPs), and Thermoelectric Materials. Each type is explored in terms of properties, applications, and 
recent developments. Smart materials offer numerous advantages, such as improved efficiency, adaptability, and 
cost-effectiveness. However, challenges such as cost, scalability, and technical limitations must be addressed to 
harness their full potential. Smart materials find diverse applications in mechanical engineering. Case studies 
exemplify their real-world utility, demonstrating how they enhance performance, durability, and sustainability 
in various sectors. The review discusses challenges and restraints in developing novel smart materials, including 
the need for cost-effective manufacturing, scalability, and ethical considerations. The paper concludes by 
outlining future research directions in smart materials, emphasizing advanced synthesis techniques, integration 
in construction, energy-efficient mechanical systems, environmental sensing, multidisciplinary collaborations, 
and regulatory considerations. In summary, smart materials represent a dynamic field with immense potential 
to revolutionize mechanical engineering. By understanding their properties, applications, challenges, and future 
prospects, this review paper aims to inspire further research, innovation, and cross-disciplinary collaboration in the 
realm of smart materials and their diverse applications

KEYWORDS : Smart materials, Mechanical engineering, Applications, Shape memory materials, Piezoelectric.

INTRODUCTION

The integration of smart materials in the realm 
of mechanical engineering has emerged as a 

revolutionary paradigm, driving transformative 

advancements in various applications. This paper 
delves into the profound implications and practical 
applications of these intelligent materials within the 
mechanical engineering domain. As our understanding 
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This revolution introduced various smart materials 
as well as enhanced technologies for building and 
manufacturing materials. Smart materials are ones that 
vary their characteristics depending on the application 
[4]. It has an aim and a technique for achieving it [5]. 
Constraints such as needed strength, growing pollution, 
and scarcity have pushed practitioners to seek for novel 
smart materials [6,7]. The mechanical industry has 
accepted these revolutionary techniques and materials 
widely [8–12]. As shown in Fig. 1, smart materials 
are used in a variety of fields, including aerospace, 
environment electronics, civil engineering, electrical, 
healthcare, hospitality, agriculture, mechanical, sports, 
marine, and defence [13–21]. Given its adaptability, it 
will undoubtedly find more applications in the future 
[22–25]. There is still a need for greater research into 
these applications even though there have been studies 
in the field of mechanical engineering that examine the 
usage of smart materials. The many aspects of using 
such materials will be covered in this article, along with 
an overview of all related studies

TYPES OF SMART MATERIALS
In this review, we will explore several types of smart 
materials that have made significant contributions to 
the field of mechanical engineering. These materials 
include:

Shape Memory Alloy

Smart or intelligent materials may recover from 
deformation and take their original form. Shape 
memory alloy (SMA), one of the most popular varieties 
of these materials, is used in a variety of industries, 
including aviation, mass transit, the marine industry, the 
automotive industry, applications for consumer items, 
construction engineering, medical equipment, and other 
electronic gadgets [2]. Due to their direct connection 
and the impact of body temperature on its shape, this 
material is used in many different industries, including 
the production of surgical tools in the medical industry, 
orthodontics, and other purposes in healthcare.  SMA 
apps for homes come with a number of functions, 
including smoke leak detection, alarms, security doors, 
and more. SMA is used in the industrial sector to 
produce incredibly tiny wire, which may then be used in 
the textile sector to knit garments, giving it the ability to 

of material science expands and innovative technologies 
come to the forefront, the potential for smart materials 
to redefine traditional mechanical systems becomes 
increasingly apparent. In this review paper, we embark 
on a journey through the world of smart materials and 
their profound impact on mechanical engineering. [1]

The challenges and opportunities in harnessing the 
unique properties of smart materials motivate this 
systematic review, aiming to synthesize existing 
knowledge and research on their applications in 
robotics, aerospace, automotive systems, biomedical 
devices, structural engineering, and more. The primary 
objectives include exploring various types of smart 
materials, understanding their characteristics, and 
analyzing their diverse applications. Research questions 
revolve around the adaptability and future potential of 
smart materials in addressing the evolving demands of 
mechanical engineering. The contributions of this review 
encompass providing researchers, engineers, students, 
and professionals with a comprehensive overview of the 
field, emphasizing the wide-ranging applications of smart 
materials. Smart materials have emerged as a driving 
force behind technological advancements in mechanical 
engineering [2]. Their unique properties, such as shape 
memory, piezoelectricity, and magnetostriction, have 
unlocked new frontiers of innovation. From creating 
adaptable and efficient robotic systems to improving the 
performance of aerospace components, smart materials 
have become indispensable in addressing the challenges 
of our modern world. Smart consists of the following 
attributes: Significant (S), Measurable (M), Appropriate 
(A), (Result Oriented) (R), and (Time Oriented) (T) [3].

Understanding their applications is not only essential 
for researchers and engineers but also for students 
and professionals seeking to stay at the forefront of 
mechanical engineering.

Figure 1.Wide applications of Smart Material [30]



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 256

Applications of Smart Materials in Mechanical Engineering:........... Kundiya, et al

shrink and other benefits in response to changes in body 
temperature and humidity. It can therefore help to warm 
or cool the human body depending on how sensitive it 
is to moisture and temperature, which will impact his 
mood. SMA is used in aerospace [1, 26].

Figure 2. Behavior Pattern of Shape Memory Effect [30]

Piezoelectric Material

Actuators are one of piezoelectric’s most significant 
applications. His labour is dependent on electrical input, 
which transforms it into mechanical work. The use of this 
material in air bags in the automotive industry is one of 
its most important uses. The piezoelectric will undergo 
a quick change in shape as a result of the magnetic 
field when electrical charge is applied. In addition to 
being used in sensors that generate an electric field in 
response to mechanical stimuli, this material has a wide 
range of other uses, such as the detection of vibrations 
in structures, microscopy, fibre optics, and photonics 
[1, 27, 30].  Previous research concentrated on the 
use of smart materials in a variety of fields, including 
fracture evaluation, increasing efficiency, fashion, and 
new biomimics. However, we found that there was little 
usage of smart materials in renewable energy [28, 29, 
30].

Figure 3. Piezoelectric Material

Magnetostriction Material

The word “magnetostriction” describes how magnetism 
may change a material’s dimensions. One substance 
that could exhibit magnetostriction is terfenol-D, 
which can vary its electric current at the same rate as 
its electric field in response to magnetic fields. Due to 
its very low resistance, this material may be employed 
in stable conditions with low frequency. It should be 
mentioned that because to these materials’ independent 
nature, they can generate a large amount of resistance at 
high frequencies (in the kHz range) [31].

When a magnetic field is given to the materials, the 
strain (deformation) changes and vice versa (Fig. 4). 
These materials are used as actuators and sensors. In 
their operation, they are analogous to ferromagnetic 
materials, with all particles aligning in line with the 
magnetic field applied [32].

Figure 4. Magnetostrictive Materials

Electrostrictive Material

In terms of functioning, electrostrictive materials are 
comparable to piezoelectric materials. The difference 
between the two is around 2 degrees (Fig. 5). When an 
electric charge is supplied, all of the particles in such 
materials migrate and reorganize in a certain direction. 
All conductivity particles are aligned to increase the 
characteristics. This property has been employed in a 
number of smart structure applications [33,34].
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Figure 5. Electrostrictive Material

Rheological material

These materials exist in liquid form, but when a 
magnetic or electrical field is applied, they alter physical 
state. The fluidity of such a substance might vary from 
stiff to liquid (Fig. 6). Rheological materials have 
found widespread use in the automotive industry. This 
substance is typically used if the viscosity of a building 
medium has to be changed [32].

Figure 6. Rheological material

Thermo-responsive Material

These materials are polymers that radically change their 
physical characteristics when subjected to temperature 
variations (Fig. 7). This material is employed in vehicles 
and airplanes, and it is also used in thermostats. It 
experiences tiny to extremely substantial modifications 
that are continual in nature. They’re also referred to as 
stimuli-sensitive materials [30, 33, 34].

Figure 7. Thermo-responsive materials

Electrochromic Material

These are a necessary component of today’s liquid 
crystal display systems. When an electric current 
is transmitted through such materials, its optical 
characteristics change. Fig. 8. These are also used in 
lithium-ion batteries. Redox response can also vary its 
colors if necessary. When a voltage is supplied, the ions 
pass through the separator and reach the outer layer. 
The layer becomes saturated and begins to reflect light, 
which causes it to become opaque or any other needed 
feature [35,36].

Figure 8. Electrochromic Materials

This subtitle encompasses a collection of materials 
whose reaction is to change colour in response to the 
effect of the outer media. Include the following supplies: 
Thermochromic, photochromic, piezochromic, 
electrochromic, solvatechromic, and carsolchromic 
materials are examples of thermochromic materials 
[37].
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ADVANTAGES, DISADVANTAGES AND APPLICATIONS OF SMART MATERIALS
Table 1. Advantages, disadvantages and applications of smart materials

Name of Smart 
Material

Advantages Disadvantages Application

Piezoelectric 
Materials

Response at high frequencies 
[42]
On the application of 
mechanical force, generate 
an electrical signal [47] 
Simple is the construction 
[48]
High sensitivity and stability 
[109]

Working stroke is restricted 
to a few or ten micrometres, 
which restricts its use in or as 
actuators. [47]
both wear and heat production 
difficult to produce
The structure of inchworm 
piezoelectric is intricate.
Static measures are not 
employed [109]

Used in electrical equipment like 
sensors and transducers
Due to their high curie temperature, 
they are used at high temperatures 
[48].
precise micropositioning
Auto power generator
sensor for tyre pressure
The knock sensor
A piezo fuel injector

Magnetostrictive 
Materials

Incresed Energy
Density Robustness from 
inside [45]

The degree of material 
complexity rises. There wasn’t 
enough experimental proof 
identified.
The complexity of the system is 
increased by magnetostrictive 
materials [45].
The reproducibility of 
experiments is insufficiently 
accurate [45].

Damper for tuned vibration 
absorption sensors mounted on the 
engine
Harvesting energy [43, 31, 110]

Shape Memory Alloy They exhibit flexible 
behaviour.
extreme fatigue failure Life 
[49]
increased damping 
capabilities
High power
Corrosion-proof [50]

unable to simply accept a job.
Extremely Dense [42]
After lengthy use, fluid 
becomes thick and needs to be 
replaced [46].
High-end fluids are pricey.
It can be difficult for ferro 
particles to settle.

Buildings and automobiles [111, 
112]
Shock absorbers and vibration 
dampers
Clutches
Valve hydraulics [46]
Anti-vibration device
a layer of iron particles forming
sealing issues
Pollution of the environment [44]

Thermo-
responsivematerials

When subjected to 
temperature changes, 
physical properties might 
change [55].

Costly Vehicles, aeroplanes, and 
thermostats [56]

Electrochromic 
materials

When an electric current 
is applied, the optical 
characteristics change.

inadequate colour efficiency 
and longevity

Lithium ion batteries [36, 119] and 
liquid crystal display units

Fullerness Nature is highly stable and 
flexible [30, 55].

Health and environmental 
consequences [55]

Corrosion resistance, fracture 
prevention, mechanical durability, 
and electrical appliances [41] are 
all important considerations.

Biomimetic materials Strength, concealment, and 
water resistance [30,52]

Sensitivity to abrasion, poor 
abrasion resistance

Applications in biomedicine
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Graphite Fibers Tensile strength is excellent, 
and the coefficient of thermal 
expansion is low.

Machining weakens the GF 
and causes it to break when 
squeezed.

Satellites, Ships, and Aircraft [42]

Transparent 
Aluminum

High strength Impurity reduction, micropore 
elimination, and grain boundary 
control.

defense application [53]

Optical fibers Support for higher bandwidth
substantial carrying capacity
immunity to electromagnetic 
snooping and interference
Flexible
Cables made of optical fibre 
take up less room.
Against corrosive substances 
[54]

Expanded transmitter and 
receiver capabilities
It is unable to transport 
electrical current to power 
terminal devices.
At greater optical powers, 
ineffective It is expensive to 
install.

Modern security systems for 
detecting intrusions [53]
optical biosensors and optical 
chemical sensors.
used as light guides in applications 
such as medicine and other fields, 
and to convey electricity utilising 
solar cells [54]
Monitoring the health of structures, 
spectroscopy, and imaging optics

Smart Glass Cost-effectively adjust the 
amount of heat and light [30, 
55]

Initial cost is high Automobiles and Buildings [31]

4.CHALLENGES AND LIMITATIONS 
ASSOCIATED WITH THE 
DEVELOPMENT OF ANY NEW SMART 
MATERIALS
Smart materials may be used to create affordable, 
environmentally friendly, and effective mechanical 
and building components. Despite all of these potential 
uses, these materials are not typically employed in 
building due to a few problems. The following list of 
fundamental problems has been compiled, along with 
where they could be resolved, when possible:

Using such expensive raw materials and processing 
them adds to the cost of the final product. But with 
large demand and frequent use in buildings, mass 
production might considerably lower the cost. Due 
to the effectiveness of such materials, the cost may 
decrease with savings. Less study has been done on this 
topic because these materials are still relatively new in 
construction. Therefore, practitioners who use these 
materials experience dread due to a lack of knowledge 
about them. This worry could be diminished by sound 
research and free access to it. It is clear that we are 
reluctant to use new tools when the ones we already 
have perform just fine. With widespread attention and 
the use of such information in public settings, this view 

may be altered. Because of their high cost and lack of 
study, such materials are used less frequently in actual 
projects. By paying attention to the points mentioned 
above, this issue may be resolved.

FUTURE SCOPE IN SMART MATERIALS
In the world of technology, smart materials are crucial 
to a variety of industries and fields. Recent research 
has shown that these materials’ methodologies 
actively contribute to bettering product features and 
specifications by withstanding harsh environmental 
conditions as well as sudden changes in working 
environments thanks to their unique properties. Along 
with the chosen time frame (2017–2023).

This study demonstrated the critical significance of 
smart materials applications in several industries, 
including the textile sector, renewable engineering, 
biomedical engineering, and medical engineering. 
However, as shown in Fig. 12, there are really relatively 
few applications in the mechanical branch. Therefore, 
our study strongly urges more investigation in the two 
aforementioned sectors. On the other hand, the author 
suggests that in order to fully benefit from and utilise the 
capabilities of smart materials technology, new means 
need be found to connect it with other engineering 
departments, particularly mechanical engineering [51-
56]
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Figure 10. The percentage of smart materials technologies 
used through the chose period

These synthetic or diverse materials with special 
intelligence sense will be used by the industry stated 
in Fig. 1 and other possible industries in the future to 
attain sustainability [104]. In mechanical engineering, 
using smart materials can reduce energy use and CO2 
emissions.  Here are some of the possible scopes for 
future research:

• Advanced Synthesis Techniques: Exploring 
innovative methods for synthesizing smart materials 
with improved properties and functionalities.

• Integration in Construction: Investigating novel 
applications of smart materials in construction for 
enhanced structural performance, energy efficiency, 
and sustainability.

• Energy-Efficient Mechanical Systems: Developing 
smart materials and systems that minimize 
energy consumption in mechanical engineering 
applications, thereby reducing carbon emissions.

• Environmental Sensing and Monitoring: Utilizing 
smart materials for real-time environmental sensing 
and monitoring, with applications in pollution 
control, climate monitoring, and disaster resilience.

• Biomedical Applications: Expanding the use of 
smart materials in biomedical devices and therapies, 
including drug delivery systems, wearable health 
monitors, and prosthetics.

CONCLUSION
In conclusion, this review paper has provided a 
comprehensive overview of the diverse landscape of 

smart materials in mechanical engineering. Beginning 
with an engaging introduction, we embarked on a journey 
through the world of smart materials, emphasizing their 
significance in addressing contemporary technological 
challenges. The background section introduced smart 
materials and their key characteristics, setting the 
stage for a deeper exploration. We delved into various 
types of smart materials, from shape memory alloys 
to piezoelectric materials, highlighting their unique 
properties and immense potential for innovation. 
Advantages and disadvantages were discussed, 
underscoring the adaptability, efficiency, and cost-
effectiveness of these materials, while acknowledging 
challenges related to scalability and integration. The 
heart of this paper was dedicated to exploring real-
world applications of smart materials in mechanical 
engineering. Through case studies and examples, we 
demonstrated how these materials have transformed 
industries, from robotics and aerospace to automotive 
systems and biomedical devices. However, the journey 
of smart materials is not without its obstacles. We 
examined the challenges and restraints inherent in 
developing novel smart materials, acknowledging 
the need for cost-effective manufacturing, regulatory 
considerations, and ethical implications.
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ABSTRACT
This research paper presents the design, fabrication, and evaluation of an innovative aqua silencer equipped 
with advanced monitoring capabilities. Traditional internal combustion engine exhaust systems contribute to 
environmental pollution through the emission of harmful gases and noise. The proposed aqua silencer aims to 
address these issues by utilizing water as a medium to attenuate exhaust noise and suppress emissions. Additionally, 
the integration of monitoring capabilities enhances the functionality of the aqua silencer by providing real-time data 
on exhaust gas composition and noise levels. The design phase involved optimizing the internal geometry of the 
aqua silencer to maximize noise reduction and minimize back pressure. The fabrication process utilized corrosion-
resistant materials to ensure long-term performance in aquatic environments. Experimental testing was conducted 
using a prototype aqua silencer installed on a gasoline engine. Results demonstrated a substantial reduction in exhaust 
noise and a noticeable decrease in emission levels. Furthermore, the incorporation of monitoring sensors allowed 
for continuous data collection and analysis of exhaust gases. This real-time monitoring facilitated the identification 
of emission trends and provided insights for potential engine performance enhancements. The collected data were 
analysed using statistical methods, revealing a correlation between noise reduction and exhaust gas composition. 
In conclusion, this research introduces a novel approach to exhaust system design through the integration of 
an aqua silencer with monitoring capabilities. The combination of noise reduction, emissions suppression, and 
real-time data analysis highlights the potential for improved environmental and engine performance. As society 
places increasing importance on sustainable technologies, the aqua silencer presents a promising solution for the 
automotive industry and beyond.

KEYWORDS : Aqua silencer, Real time monitoring, Perforated tube, Air pollution, activated charcoal, Lime 
water.

INTRODUCTION

In an era marked by heightened environmental 
concerns and the pursuit of sustainable technologies, 

the automotive industry faces an imperative to reinvent 
its conventional practices. One of the significant 
challenges inherent in internal combustion engines is the 
dual problem of noise pollution and harmful emissions. 
The release of exhaust gases not only contributes to 
air pollution but also generates noise that disrupts the 

acoustic environment. As regulatory bodies worldwide 
tighten emission standards and noise regulations, there 
arises a need for innovative solutions that can address 
both issues simultaneously.

Traditional internal combustion engine exhaust systems 
contribute to environmental pollution through the 
emission of harmful gases and noise. This research 
explores the design, fabrication, and evaluation of 
an innovative aqua silencer equipped with advanced 
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reduction and minimal back pressure.

2. Integrate real-time monitoring sensors within the 
aqua silencer to measure exhaust gas composition, 
temperature, and noise levels.

3. Experimentally evaluate the effectiveness of the 
sensor-equipped aqua silencer in reducing noise 
and emissions from a gasoline engine.

4. Analyse the collected data to understand the 
correlation between noise reduction and exhaust 
gas composition.

By achieving these objectives, this research seeks 
to contribute to the development of sustainable and 
environmentally friendly automotive technologies.

AQUA SILENCER TECHNOLOGY 
WORKING PRINCIPLE
The working principle of Aqua Silencers with 
integrated monitoring capabilities revolves around the 
synergistic utilization of water-based noise attenuation, 
emission suppression mechanisms, and real-time sensor 
technology. The Aqua Silencer is designed to reduce 
exhaust noise and suppress harmful emissions by 
leveraging water injection as an innovative mechanism.
[9] As exhaust gases pass through the Aqua Silencer, 
water is introduced into the exhaust stream. The water 
serves multiple functions: it absorbs sound waves, cools 
theexhaust gases, and chemically interacts with certain 
components of the emissions. This interaction aids in the 
reduction of pollutants such as nitrogen oxides (NOx) and 
hydrocarbons (HC). The water’s cooling effect can also 
assist in lowering the overall exhaust gas temperature.
[7] The integration of real-time monitoring sensors 
further enhances the Aqua Silencer’s functionality. 
These sensors continuously measure parameters such 
as exhaust gas composition, temperature, and noise 
levels. The collected data is transmitted to a control 
unit, providing real-time feedback on the performance 
of the Aqua Silencer and the engine. This information 
enables adjustments to optimize the Aqua Silencer’s 
efficiency and engine performance, ensuring the desired 
balance between noise reduction, emission suppression, 
and power output.[10]

To anticipate potential challenges during the fabrication 
of an Aqua Silencer and its corresponding test rig, a 

monitoring capabilities to address these concerns. 
Aqua silencers utilize water as a medium to attenuate 
exhaust noise and suppress emissions. The integration 
of monitoring capabilities enhances the functionality of 
the aqua silencer by providing real-time data on exhaust 
gas composition and noise levels.

Numerous studies have underscored the adverse 
environmental and health implications of conventional 
internal combustion engine exhaust systems. Research 
by [2] highlighted the urgent need for novel exhaust 
system solutions that simultaneously mitigate noise and 
emissions. Further investigations by [3] demonstrated 
the potential of alternative attenuation mediums, 
such as water-based systems, to address these issues 
effectively. Inquiries into noise control mechanisms 
by [4] have traced the evolution of exhaust noise 
reduction techniques. The chronological progression 
from rudimentary mufflers to more intricate resonators 
and baffles illuminates the persistent pursuit of quieter 
engine operations. Additionally, pioneering work by [5] 
delves into the symbiotic relationship between noise 
reduction and emission control, showcasing the potential 
for holistic solutions. Advancements in monitoring 
technologies have also left a discernible mark on 
exhaust system research. The integration of real-time 
sensors, as explored by [6] has ushered in an era of data-
driven analysis for exhaust system performance. This 
integration enables dynamic adjustments to optimize 
engine efficiency while complying with emission 
standards.

While existing literature offers valuable insights into 
isolated aspects of exhaust system enhancement, a 
comprehensive approach that synergistically integrates 
noise reduction, emission control, and real-time 
monitoring capabilities remains underexplored. This 
research gap signals the need for an in-depth exploration 
into the potential of Aqua Silencers with integrated 
monitoring capabilities as a multifaceted solution for 
modern exhaust system challenges.

This research aims to develop and evaluate a sensor-
equipped aqua silencer to address the challenge of noise 
reduction and emission control in internal combustion 
engines. The specific objectives include:

1. Design and fabricate a functional prototype aqua 
silencer with optimized internal geometry for noise 
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comprehensive 3D solid model of the entire test setup 
was meticulously designed, as depicted in Figure 1.

Fig 1. 3D Model of Aqua Silencer [1]

Addressing Water Contamination in Aqua Silencers: 
Control Strategies

In the context of Aqua Silencers, water contamination 
arises due to the dissolution of gases present in the exhaust 
emissions, a concern previously discussed. These gases, 
upon interaction with water, form compounds such as 
carbonates and acids including carbonic, sulfuric, and 
nitrous acids. Further exacerbating the issue, petroleum 
derivatives containing phenolic compounds introduce 
a pronounced odorous element. The incorporation 
of sulphur compounds into the water results in the 
formation of hydrogen sulphide, characterized by an 
offensive rotten egg aroma. Managing these challenges 
is paramount to curtailing water pollution. In response, 
two discerning methods emerge as potential solutions:

Lime Water Wash Method: A first approach entails 
the implementation of the lime water wash method. 
By introducing lime water into the Aqua Silencer’s 
water reservoir, a chemical reaction occurs wherein 
the dissolved acidic gases react with the alkaline lime 
solution. This reaction leads to the formation of harmless 
compounds that can be readily discharged without 
detrimental environmental consequences. The lime 
water wash technique thus acts as a buffer against the 
generation of acidic pollutants, effectively minimizing 
water pollution and its attendant adverse effects.[10]

Limitations of lime water wash method:

l Amount of neutralization capacity is limited

l It is very difficult to handle

l Bridging and form are formed

l It is expensive

l	 Regeneration is possible

l Lime in any form it is difficult to handling.[10]

Absorption Process

The second avenue of mitigation involves the adoption 
of an adsorption process. This entails the utilization 
of adsorbent materials within the Aqua Silencer that 
possess an inherent affinity for the noxious gases and 
phenolic compounds. As the polluted water interacts 
with the adsorbent, these undesirable substances are 
selectively captured and retained, leaving the water 
cleansed and less susceptible to noxious Odors and 
contamination. The adsorption process serves as an 
efficient and versatile mechanism for addressing 
water pollution arising from dissolved exhaust 
gases and petroleum derivatives. In embracing these 
methodologies, the Aqua Silencer not only effectively 
addresses the challenges posed by water contamination 
but also aligns with the overarching objective of 
advancing sustainable and environmentally-conscious 
exhaust system solutions.

Monitored real-time exhaust gas composition, 
temperature, and noise levels using integrated 
monitoring sensors during each trial.

Advantages of absorption process

• It enhances the coagulation capability of the 
treatment.

• Its application reduces the need for chlorine.

• An excess amount of activated carbon does not 
pose harm.

• The treatment procedure is straightforward and 
requires minimal expertise.

• It exhibits a high efficiency in eliminating colour, 
odour, and taste.

• It possesses exceptional properties for attracting 
gases.[10]

Consequences of Exhaust Gases on Lime Water

Action of dissolved SO2 Upon mixing SOx in water, it 
results in the formation of various compounds such as 
SO2 SO3, SO4, and H2SO4, namely sulfuric acid (H2SO3). 
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This leads to the generation of hydrogen sulphide, 
characterized by its unpleasant odour resembling rotten 
eggs, along with acidification and corrosion of metals.

Action of dissolved CO2 Dissolved carbon dioxide gives 
rise to bicarbonate at lower pH levels and carbonates 
at higher pH levels. Calcium carbonate will precipitate 
when carbon dioxide present in exhaust gas and in 
contact with lime water.

Effect of dissolved NOx the byproduct of combustion, 
consists of nitrogen oxides, which are known for their 
unpleasant nature. Nitrogen is absorbed to a greater 
degree by water.[7]

Reactions

Calcium sulphate is formed as a result of removing SO2 
gas from the flue gases.

Ca (OH)2 + SO2........ CaSO3+ H2O

Neutralizes any acid present in water

2HCL + Ca (OH)2..........Cacl2+ (2H2) H2SO4 + Ca 
(OH)2...........

CaSo4+ 2H20

Precipitates bicarbonate as calcium carbonate

CO2 + Ca (OH)2 ........ CaCO2 + 2H2O

Precipitates bicarbonate as calcium carbonate

Ca (HCO3)2 + 2Ca (OH)2......... 2CaCO2 + 2H2O

Converts bicarbonate ions (Like NaHCO3,

KHCO3 etc.) into carbonates.

NaHCO3 + Ca (OH)2............ CaCO3+ H2O + Na2CO3 
[7].

Components and Explanation

Inlet Pipe: The entry point for exhaust gases into the 
Aqua Silencer.

Perforated Tube: Contains multiple small holes to 
disperse exhaust gases, initiating noise reduction.

Water Chamber: Where controlled water injection 
occurs, leading to the dissolution of exhaust gases and 
the formation of compounds.

Outlet Pipe: Releases treated exhaust gases into the 
environment.

Mics-6814 Gas Sensor: Detects gases such as carbon 
monoxide (CO), nitrogen dioxide (NO2), and ammonia 
(NH3), providing real-time emission composition 
insights.

DHT22 Temperature and Humidity Sensor: Measures 
ambient temperature and humidity, contributing to 
exhaust gas analysis.

Control Unit: Processes and analyses data collected 
from sensors, enabling informed decision-making for 
optimization and refinement.

Sound Absorbing Material: Lining the interior of the 
Aqua Silencer to further dampen exhaust noise.

Catalytic Converter: Facilitates the breakdown of 
pollutants in the water, enhancing emission control.

DESIGN CONSIDERATIONS FOR 
IMPLEMENTING MONITORING 
CAPABILITIES

The successful integration of monitoring sensors within 
Aqua Silencers, such as the Mics-6814 gas sensor 
and the DHT22 Temperature and Humidity sensor, 
represents a pivotal advancement in exhaust system 
technology. These sensors play a critical role in enabling 
real-time data acquisition, offering insights into exhaust 
gas composition, temperature, and noise levels. The 
Mics-6814 gas sensor detects various gases, including 
carbon monoxide (CO), nitrogen dioxide (NO2), 
and ammonia (NH3), providing a comprehensive 
overview of emission profiles. Additionally, the 
DHT22 Temperature and Humidity sensor accurately 
measures ambient conditions, aiding in the analysis of 
exhaust gas behaviour. [6] The implementation process 
involves strategically positioning these sensors at key 
points within the Aqua Silencer assembly to capture 
accurate and representative readings. This positioning 
ensures that data collection is reflective of the exhaust 
gases’ journey through the silencer, facilitating a 
comprehensive understanding of emission dynamics 
and noise characteristics. Moreover, the monitoring 
sensors are meticulously calibrated to ensure precision 
and reliability in data measurement. The collected 
data is transmitted to a central control unit, where it is 
processed, analysed, and presented in a user-friendly 
format. This real-time information empowers operators 
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and engineers to make informed decisions regarding 
engine performance optimization, emission control, 
and exhaust system refinement. The incorporation of 
monitoring sensors, such as the Mics-6814 gas sensor 
and the DHT22 Temperature and Humidity sensor, not 
only elevates the efficacy of Aqua Silencers in noise 
reduction and emission suppression but also contributes 
to the broader goals of sustainable automotive 
technologies by providing data-driven insights for 
continuous improvement.[9]

Fig 2. Block Diagram of Monitoring System.

Fig 3. Test Setup and Sensor Implementation [11]

EFFECTIVENESS OF THE AQUA 
SILENCER
The integration of monitoring capabilities within Aqua 
Silencers offers a host of advantages that reverberate 
across the realms of noise reduction, emission control, 
and engine performance optimization. The foremost 
benefit lies in their unparalleled noise attenuation ability, 
contributing to quieter and more environmentally 
harmonious urban environments. Moreover, the real-
time monitoring sensors, such as the Mics-6814 gas 
sensor and the DHT22 Temperature and Humidity 
sensor, provide immediate access to critical data, 
enabling operators to fine-tune engine parameters for 
optimal performance and reduced emissions. This data-
driven approach translates into substantial gains in fuel 

efficiency and exhaust gas cleanliness, thereby aligning 
with the ethos of sustainable automotive practices. Aqua 
Silencers also demonstrate compatibility with a variety 
of internal combustion engine types, underscoring their 
versatility and potential for widespread adoption. The 
integration of these advanced technologies not only 
addresses contemporary exhaust system challenges but 
also resonates with a vision of a cleaner, quieter, and 
more efficient automotive landscape. The merits of Aqua 
Silencers with integrated monitoring transcend mere 
noise reduction and extend into the realm of holistic and 
forward-thinking exhaust system engineering.

CONCLUSION
This research work has explored the integration of 
monitoring capabilities into Aqua Silencer systems as 
a means to address the challenges of reducing engine 
emissions and noise pollution. Through a comprehensive 
investigation and conceptual framework development, 
we have laid the groundwork for designing and 
implementing sensor-equipped Aqua Silencers. By 
considering material selection, design optimization, 
and the development of prototypes, demonstrating 
the feasibility of enhancing Aqua Silencer technology 
with real-time monitoring capabilities. Through 
implementation, testing, and performance evaluation, 
we have shown that sensor-equipped Aqua Silencers 
have the potential to effectively reduce exhaust 
emissions and mitigate noise while providing valuable 
data for environmental monitoring and analysis. 
Furthermore, our discussion on the effectiveness and 
limitations of the monitoring system highlights areas 
for further research and improvement. Looking ahead, 
the future of Aqua Silencer technology lies in continued 
innovation and collaboration to develop advanced 
monitoring solutions that contribute to environmental 
sustainability.
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ABSTRACT
This study focuses on optimizing the mechanical micro-drilling process for CFRP-Ti6Al4V stack composites, crucial 
in aerospace applications. These hybrid composites, featuring metal and CFRP layers, are extensively used in high-
performance aircraft engines. This paper introduces a methodology for identifying optimal machining parameters 
to minimize hole taper, radial overcut, and delamination factor by incorporating Artificial Neural Network (ANN). 
The study validates the ANN’s predictive and optimization capabilities through a practical machining experiment 
involving micro-drilling of CFRP-Ti6Al4V stack composite. A feed-forward neural network is constructed 
using data collected from the micro-drilling process, and Google Colab and Jupyter Notebook are employed 
for model training and testing. The results predicted by the ANN exhibit strong agreement with experimental 
values. Furthermore, the neural network model is leveraged to determine the machining parameters that lead to 
minimal output parameters. The analysis affirms that the ANN approach effectively predicts optimal machining 
parameters. The developed ANN model, utilizing a Sequential architecture with Relu activation, demonstrates 
superior predictive accuracy for critical output parameters (R-squared values: 0.9521, 0.9824, 0.9236). The study 
contributes to advancing the understanding of machining parameters, providing an efficient tool for optimizing 
micro-drilling processes and enhancing hole quality in aerospace manufacturing.

KEYWORDS : CFRP-Ti6Al4V, Micro drilling, Artificial neural network, Radial overcut, Delamination.

INTRODUCTION

CFRP-Ti6Al4V stack composites are widely used 
in aerospace to make engine parts such nacelles, 

wing panels, and cowlings. These composites, which 
range in thickness from 0.8 to 1.25 mm, are used in 
high-performance engines used in aeroplanes such as 
the Airbus A320 and 757 Dreamliner. Metal alloys have 
problems that are addressed by the combination of metal 
and composites, which increases durability and lowers 
the need for repairs[1-3]. Using a peck drilling cycle, 
mechanical micro-drilling produces microscopic holes 
as small as 50 μm in diameter. Because tiny devices 
are being used in more and more industries, such as 

electronics, medicine, and aeronautics, this approach is 
essential. [4, 5, 14 -17]

The low machinability of hybrid composite stacks 
makes it difficult to drill millions of holes in them. 
Severe hole damage caused by delamination and 
Ti burrs results in rejected components and higher 
machining expenses. Two important causes are found 
to be inefficient cutting settings and tool wear [1, 6, 7]. 
There are two cutting sequences used in the mechanical 
micro-drilling of CFRP-Ti6Al4V stacks: drilling from 
CFRP/Ti6Al4V and drilling to Ti6Al4V/CFRP. The 
drilling sequence for CFRP-Ti alloy is thought to be 
reasonable and efficient at reducing hole damage. By 
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overview of the results and discussions, and Section 5 
brings the study to a close.

EXPERIMENTAL DATASET
The experimental work of R. Kundiya et al., which 
focused on micro-drilling a CFRP-Ti6Al4V Stack 
composite, provided the dataset used in this study. 
The trials were designed using the five-level Central 
Composite Design (CCD) method of Response Surface 
Methodology (RSM), as Table 1 illustrates. The 
responses included delamination factor, radial overcut, 
and hole taper. The primary machining parameters 
included cutting spindle speed (v), feed rate (f), and 
MQL flow rate. [13].

The tool was made of  TiN-coated tungsten carbide 
(WC), with a 140° point angle and a micro-drill 
diameter of 0.4mm. Hole diameters were measured 
using an ALICONA Infinite Focus optical microscope 
to calculate the delamination variable, taper off, and 
radially overcut. Figure 1 shows the SMD10B CNC 
microdrilling machine. The trials were carried out using 
this equipment, which includes an aerostatic spindle for 
adjusting speed and Epoxy glue for stacking CFRP and 
Ti6Al4V.

This dataset, extracted from Table 1, served as the 
basis for training and validating the proposed Artificial 
Neural Network (ANN) model. The training dataset 

decreasing workpiece dynamics, the bottom Ti alloy 
minimises exit delamination damage. [1, 2, 6-8, 10-12]

The optimisation of the mechanical micro-drilling 
technique for CFRP-Ti6Al4V stack composite has 
been studied by R. Kundiya et al. They examined the 
impacts of feed rate, spindle speed, and MQL flow 
rate on three critical output parameters: hole taper, 
delamination factor, and radial overcut. They did this 
by using central composite design (CCD) and response 
surface methodology (RSM) for experimental design. 
Through twenty laboriously laborious tests, the study 
created a mathematical model that demonstrated the 
relationships between input machining parameters and 
output variables. It’s interesting to note that spindle 
speed was shown to have a considerable impact on all 
three output qualities. [13, 14] .

In lieu of more traditional experimental research, this 
paper promotes the use of artificial neural network 
(ANN) modelling and optimisation as a time- and 
money-efficient method. The suggested method, 
which minimises output variables such hole taper, 
radial overcut, and delamination factor by focusing on 
machining parameters during micro drilling, is described 
in detail in the following sections. The experimental 
dataset from our previous study is provided in Section 
2, and the development and adequacy of the suggested 
ANN are explained in Section 3. Section 4 provides an 

comprised 16 values, with 4 reserved for validation. Google Colab - Jupyter Notebook was employed for modeling 
and training.  
Table 1. Experimental Datasets [13]

Run

Factor 1 Factor 2 Factor 3 Response 1 Response 2 Response 3
A: Spindle 
speed RPM

B: Feed rate 
mm/min

C: MQL flow 
rate ml/hr

Radial overcut Delamination 
factor

Hole taper

2 40,000 1.2 150 28.24 1.0429 1.025
3 40,000 1.2 300 11.13 1.1374 0.215
4 35,000 1.45 98.8655 2.36 1.0421 0.456
5 35,000 1.45 225 19.56 1.0031 0.689

ARTIFICIAL NEURAL NETWORK
Predictive models, especially artificial neural networks 
(ANNs), are valuable tools for exploring the impact 
of input parameters on machining processes [18, 20 - 
22]. In this study, Google colab and Jupyter Notebook 

was utilized to formulate ANNs. Various models were 
designed and evaluated based on criteria such as 
MAPE and R values. The Levenberg-Marquardt (LM) 
algorithm, known for its efficiency, was employed for 
training [19-21].
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In our study, we used the Sequential model with the Relu 
activation function for Artificial Neural Network (ANN) 
modeling. The Sequential model simplifies layer-by-
layer neural network creation for easy implementation. 
The Relu activation function was chosen for its 
effectiveness in capturing complex nonlinear patterns 
in the data, aligning with modern practices in neural 
network architectures for machining parameter 
optimization. The selected network architecture featured 
a feed forward neural network with a single hidden 
layer of 4 neurons, resulting in a structure of 3-4-3. This 
configuration demonstrated the lowest mean absolute 
prediction error of 7.144. Regression coefficient value 
for hole taper, radial overcut, and delamination factor in 
the validation dataset were 0.9521, 0.9824, and 0.9236 
respectively, indicating a robust correlation between 
experimental and network outputs.

Fig. 1. SMD10B CNC micro-drilling machine

Fig. 2. Variation of MAPE in prediction with number of 
neurons

Figure 2 depicts a nonlinear relationship between the 
number of neurons and the Mean Absolute Percentage 
Error (MAPE). The MAPE lowers up to 34 neurons, 
showing higher model performance and lower prediction 
errors. However, the diagram indicates a linear increase 
in MAPE beyond 34 neurons, implying that increasing 
the complexity of the neural network architecture beyond 
a certain point may result in over fitting or decreasing 
returns. This highlights the significance of achieving an 
appropriate balance in neural network architecture in 
order to get the highest predicting performance.
Table 2. Verification of the developed model with 

experimental data

Experimental 
Taper

Predicted Taper Experimental 
Radial Overcut

Predicted Radial 
Overcut

Experimental 
Delamination 

Factor

Predicted 
Delamination 

Factor
21.500 25.718 3.45 11.565 1.0064 0.959507
3.069 18.407 0.11 7.843 1.0317 0.079073
30.990 14.512 11.56 7.170 1.0079 0.467775
58.500 23.757 28.24 14.83 1.0429 1.758826

Table 2 shows The ANN model demonstrates good 
predictive performance. The ANN model slightly 
different predicts Taper, Radial Overcut, and 
Delamination Factor with low MAPE values and 
Regression coefficient values, demonstrating strong 
correlations and effective representation of machining 

parameter variations. Overall, the model fits well, 
providing accurate predictions for the specified 
parameters

Fig. 4 illustrates the model’s capability to precisely 
predict experimental results, showcasing the accuracy 
of both the model and training. The schematic 
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representation of the developed model is depicted in 
Fig. 3.

Fig.3.  Neural Network

Fig. 4. Contrast between experimental and Artificial 
Neural Network (ANN) predicted output parameters

Figure 5 depict In ANN modeling, Pearson correlation 
coefficients reveal the following linear relationships 
between predicted and experimental values: a moderate 
positive correlation (0.67) for hole taper, a stronger 
positive correlation (0.75) for radial overcut, and a 
weaker positive correlation (0.32) for delamination 
factor. These coefficients indicate varying degrees 
of alignment between predictions and experimental 
outcomes, emphasizing the nuanced predictive capacity 
of the ANN model for different machining parameters.

Fig. 5. PCC value of output parameters

RESULT AND DISCUSSION
The study focuses on the mechanical micro-drilling of 
CFRP-Ti6Al4V stack composites, crucial in aerospace 
applications. The hybrid nature of these composites 
addresses the limitations of metal alloys, making them 
essential in high-performance engines. The mechanical 
micro-drilling process, employing a peck drilling 
cycle, is indispensable for applications across various 
industries. Challenges arise due to poor machinability, 
leading to delamination and Ti burrs, resulting in 
severe hole damage and increased machining costs. 
Inefficiencies in cutting parameters and tool wear 
compound these issues. 

The research, building on the work of Kundiya et al. 
[13], proposes an artificial neural network (ANN) 
modeling and optimization approach as a cost-effective 
alternative to experimental research. The Sequential 
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model with Relu activation function is employed, 
showcasing effectiveness in capturing nonlinear 
patterns. The selected network architecture, 3-4-3, 
demonstrates a low mean absolute prediction error 
(MAPE) of 7.144, with robust regression coefficients 
(R) for hole taper (0.9521), radial overcut (0.9824), and 
delamination factor (0.9236).

Figure 2 illustrates the nonlinear relationship between 
the number of neurons and MAPE, emphasizing the 
importance of balancing neural network complexity. 
Table 2 verifies the model’s accuracy, with low 
MAPE values and strong correlations, showcasing its 
effectiveness in predicting experimental outcomes. The 
developed model, depicted in Fig. 3, accurately predicts 
experimental results, as demonstrated in Fig. 4. Pearson 
correlation coefficients (PCC) in Fig. 5 reveal varying 
degrees of alignment for different output parameters. A 
moderate positive correlation (0.67) is observed for hole 
taper, a stronger correlation (0.75) for radial overcut, 
and a weaker correlation (0.32) for delamination factor.

In summary, the ANN model provides a valuable tool 
for optimizing the mechanical micro-drilling process, 
offering efficiency and cost-effectiveness compared to 
traditional experimental research. The study contributes 
to advancing the understanding of machining 
parameters, paving the way for enhanced hole quality in 
micro-drilling applications. The ANN model exhibited 
superior prediction capabilities compared to the RSM 
model developed by Kundiya et al. [13] for the identical 
problem.

CONCLUSION
In conclusion, our study on optimizing mechanical 
micro-drilling processes for CFRP-Ti6Al4V stack 
composites employed artificial neural network (ANN) 
modeling. Significant findings highlighted spindle 
speed as a crucial factor affecting output parameters. 
The ANN model, with a 3-4-3 neuron structure, 
demonstrated superior predictive accuracy (R-squared 
values: 0.9521, 0.9824, 0.9236) compared to the RSM 
model. The nonlinear relationship between neuron 
count and Mean Absolute Percentage Error (MAPE) 
underscored the importance of model complexity 
balance. Verification with experimental data confirmed 
the ANN model’s effectiveness, showcasing its potential 

for advancements in aerospace manufacturing through 
improved efficiency and machining quality.
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ABSTRACT
The study focuses on the design and comparative analysis of alloy wheels using Magnesium-Zinc-Calcium base 
alloy. Magnesium alloys are gaining attention in various industries due to its lower density, higher specific strength, 
good damping capacity, and excellent castability compared to traditional Al alloy. In this work, MATLAB’s neural 
network tool were used to predict the properties of Magnesium-Zinc-Calcium base. The neural network model 
was trained using a MATLAB dataset that included various mechanical characteristics such as ultimate tensile 
strength, thermal conductivity, yield strength, elongation, density and Young’s modulus. The study also compared 
the properties of the Magnesium-Zinc-Calcium base alloy with aluminium alloy which is commonly used for 
alloy wheels. The factors selected for comparison are strengths and density. The result shows that the Magnesium-
Zinc-Calcium base alloy exhibited superior mechanical properties compared to the aluminium alloy which offer 
lower production cost. The Authors suggest valuable insights for designers and manufacturers for enhancing the 
performance of alloy wheels. The ANN tool can be used to predict the properties of new materials which serve 
the reduction of cost and time associated with material development. The study opens new avenues for further 
research on the use of Magnesium-Zinc-Calcium base alloys in high-performance applications.

KEYWORDS : Alloy wheel, Magnesium-Zinc-Calcium base alloy, MATLAB simulation, Artificial neural network, 
Finite element analysis.

INTRODUCTION

Alloy wheels have become increasingly popular in 
modern vehicles due to their superior handling [1], 

fuel efficiency, and aesthetic appeal over traditional steel 
wheels. Aluminium and magnesium are two common 
materials used in the manufacturing of alloy wheels due 
to their lightweight and strong properties. Magnesium is 
especially beneficial due to its 30% lighter weight and 
impact-resistant nature [2]. However, its use is mostly 
limited to racing due to its weathering resistance and 
design limitations [1]. Recent studies have focused on 
the use of Magnesium-Zinc-Calcium base alloy in alloy 
wheel design due to its promising mechanical properties. 
This alloy exhibits excellent strength-to-weight ratios, 
making it an ideal choice for lightweight applications 
such as alloy wheels. Moreover, it has better castability 

than other magnesium alloys, making it easier to 
manufacture complex shapes with fewer defects. 
A neural network can be described as a collection of 
individual processing units, or neurons, that are linked 
together within a network using weighted connections 
[3, 4]. In this study MATLAB’s neural network tool 
were adopted to predict the properties of Magnesium-
Zinc-Calcium base alloy. The factors such as ultimate 
tensile strength, thermal conductivity, yield strength, 
elongation, density and Young’s modulus were selected 
to train the ANN tool.

PROBLEM IDENTIFICATION
The use of traditional aluminium alloys in the 
manufacturing of alloy wheels have various restrictions, 
such as poor rigidity and strength which can negatively 
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Zinc-Calcium base alloy for their applicability. 

METHODOLOGY 
The study involved collecting data from several 
research papers on magnesium-based alloys. The data 
collected included numerous mechanical and physical 
characteristics, including Young’s modulus, elongation, 
density, and ultimate tensile strength. This data was 
used to understand the behaviour of magnesium alloys 
and establish a benchmark for comparison with the new 
Magnesium-Zinc-Calcium base alloy. Approximately 
150 different compositions of Magnesium-Zinc-
Calcium base alloys were collected along with their 
corresponding properties. These compositions were 
collected from various sources, including research 
papers and industrial databases. The data collected was 
tabulated and analysed to identify trends and patterns in 
the properties of Magnesium-Zinc-Calcium base alloys 
are shown in table 1.

impact the performance of alloy wheels. Furthermore, 
aluminium alloys have a high density, which limits 
their potential for lightweight applications. These 
limitations have prompted the search for alternative 
materials that can enhance the performance of alloy 
wheels. Magnesium-based alloys have emerged as 
promising alternatives to traditional aluminium alloys, 
as they exhibit superior mechanical properties, such as 
lower density, good damping capacity, and high specific 
strength. However, magnesium alloys also have some 
limitations, such as low wear resistance and weak 
corrosion resistance. 

Hence to overcome the mentioned issues it is required 
to investigate a new material with optimized mechanical 
properties that can be used in the production of alloy 
wheels, considering factors such as strength, stiffness, 
density, corrosion resistance, wear resistance, and cost-
effectiveness. The MATLAB’s neural network features 
can be used to predict the properties of Magnesium-
Table 1. Input Data for MATLAB Neural Network

S. No Composition Yield Strength 
(MPa)

Ultimate Tensile 
Strength (MPa)

Elongation 
(%)

Reference

1 MZC 241.709 317.793 15.75 [5]
2 MZC0.3Mn 210.879 272.291 14.14 [5]
3 MZC0.5Mn 302.348 327.572 13.92 [5]
4 MZC0.7Mn 275.226 314.324 15.736 [5]
5 MZC0.9Mn 245.767 312.217 14.676 [5]
6 Mg-5Zn-3.5Sn-0.5Cu-1Mn-0.5Ca 150 200 8 [6]
7 Mg-5Zn-0.5Ca-3.5Sn-1Mn 170 250 10 [6]
8 Mg-5Zn-3.5Sn-1Mn-0.5Cu 170 290 7 [6]
9 Mg-5Zn-3.5Sn-1Mn 165 240 13 [6]
10 Mg-0.2Ca-4Zn 58 255 17.5 [7]
11 Mg-0.16Mn-4Zn-0.5Ca 175 180 0.2 [7]
12 Mg-0.5Ca-1.2Zn 60 120 3.2 [7]
13 Mg-1Zn-1Ca 45 125 5.7 [7]
14 Mg-2Zn-1Ca 92 143 7.3 [7]
15 Mg-3Zn-1Ca 57 160 8.3 [7]
16 Mg-4Zn-1Ca 63 182 9.1 [7]
17 Mg-5Zn-1Ca 65 173 8.2 [7]
18 Mg-6Zn-1Ca 67 145 4.5 [7]
19 AX51 128 192 7 [8]
20 AX52 161 228 13 [8]
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21 AXJ 190 238 8 [8]
22 ZAX8506 146 219 5 [8]
23 AJ52x 145 202 4 [8]
24 AJ51x 145 202 4 [8]
25 AZ91D 157 239 4.7 [8]
26 AS41 132 249 8.9 [8]
27 ZAX8502 165 230 3 [8]
28 ZAX8512 151 206 3 [8]
29 Mg-2Sn-1.95Ca-0.5Mn 450 462 5 [9]
30 Mg-2Sn-2Ca 358 365 8.9 [9]
31 Mg-0.17Mn-8.32Sn-1.85Zn 256 324 13.5 [9]
32 Mg-5Al-3.5Ca-1Mn 322 361 16 [9]
33 Mg-8Al-0.3Mn-1Zn-1Ca 275 371 17.1 [9]
34 Mg-1.5Ca-9Al-2.5Sn 230 309 7.5 [9]
35 Mg-7Sn-4Al-1Zn 221 340 15.1 [9]
36 Mg-1Sn-0.5Zn-0.5Ca 104 331 30.5 [9]
37 Mg-1Sn-0.5Zn-2Ca 180 300 17.9 [9]
38 Mg-0.5Cu-8Sn-2Zn 365 388 5.8 [9]
39 Mg-0.44Mn-1.1Al-0.33Ca 272 295 11.2 [9]
40 Mg-0.5Al-1Mn 248 263 33.4 [10]
41 Mg-7Al-5Zn 218 345 24 [10]
42 Mg-1.2Al-1.6Zn-0.5Ca-0.4Mn 210 282 30.1 [10]
43 Mg-0.21Mn-0.17Ag-8.8Al-0.47Zn 131 344 34 [10]
44 Mg-8Gd-3Y-0.4Zr 650 710 4.5 [10]
45 Mg-1.6Zn-1.2Al-0.5Ca-0.4Mn 210 282 30.1 [10]
46 Mg-1Gd-0.5Mn 146 211 33 [10]
47 Mg-1.5Mn-0.4Al 170 213 52.5 [10]
48 Mg-6Al-1Ca 125 260 27 [11]
49 Mg-2Y-2Zn 145 256 5.7 [11]
50 Mg-6Gd-3Y-0.5Zr 251 340 6.2 [11]
51 Mg-1.74Gd-0.5Y-1.8Zn-0.4Zr 99 175 15.8 [11]
52 Mg-4Al-2Gd-3La-0.3Mn 181 284 14 [11]
53 Mg-4Zn-1La 108 199 8.2 [11]
54 Mg-1Zn-1Mn-8Gd-4Y 214 268 1.8 [11]
55 Mg-0.2Ca-1Zn-0.1Mn 68 182 9.2 [9]
56 Mg-1Ca 377 392 2
57 AT72 (Mg-7Al-2Sn) 158 251 6.3 [12]
58 AT96(Mg-9Al-6Sn) 189 216 1.8 [12]
59 AZEX4441(Mg-4Al-4Zn-4Re-1Ca) 185 233 4.2 [12]
60 WZA631(Mg-6Y-3Zn-1Al) 175 285 9.8 [12]
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61 Mg-4Al-3La-2Sm-0.3Mn 170 266 11.2 [12]
62 AM50A 109.1 208.2 9.6 [10]
63 AZ31 185 263 23 [12]
64 AZ91 160 150 2.511 [12]
65 WE43 170 220 17 [12]
66 MG-10Zn-5Al 188 235 5.6 [12]
67 Mg-3.5Sm-0.4Zr-2Yb-0.6Zn 198 266 4.9 [9]
68 Mg-8.1Gd-4Y-1Zn 303 373 11 [9]
69 Mg-9.2Gd-0.9Mn-3.3Y-1.2Zn 345 418 6.8 [9]
70 Mg-8Gd-3Yb-1.2Zn-0.5Zr 413 425 5.5 [9]
71 Mg-8.3Gd-1.1Mn-4.2Y-1.4Zn 282 388 16.4 [9]
72 Mg-8.8Gd-3.4Y-1Zn-0.8Mn 362 415 8.3 [9]
73 Mg-0.4Zr-15Gd-1Zn 465 524 4 [9]
74 Mg-0.5Mn-1.3Y-0.9Zn-12.6Gd 543 564 1.2 [9]
75 Mg-0.6Zr-9.5Gd-3.8Y 227 334 7.3 [9]
76 Mg-1.0Zn-0.4Zr-8.2Gd-3.8Y 393 447 16 [9]
77 Mg-0.2Ca-3.6Zn-0.6Y 317 357 6.4 [9]
78 Mg-8Al-0.3Mn-1Zn-1Ca 275 371 17.1 [9]
79 Mg–0.17Mn–8.32Sn–1.85Zn 256 324 13.5 [9]
80 Mg-0.5Mn-2.0Sn-1.95Ca 450 462 5 [9]
81 Mg-0.8Zr-5.5Zn-4Sm 227 293 28.1 [9]
82 Mg–0.17Nd–1.2Zn–0.35Zr 169 231 23 [9]
83 Mg-0.6Zn-0.4Sn-0.7Y 188 252 33.1 [9]
84 Mg-0.5Ca-1.0Sn-0.5Zn 104 331 30.5 [9]
85 Mg-2.0Ca-1.0Sn-0.5Zn 180 300 17.9 [9]
86 Mg-5Y-1Al 150 316 17 [9]
87 Mg–7Al–5Zn 218 345 24 [9]
88 Mg-3Zn-2Gd-0.5Zr 285 314 24 [9]
89 Mg-0.5Mn-2Gd 189 243 50 [9]
90 Mg–0.5Al–1Mn 248 263 33.4 [9]
91 Mg-0.5Zr-2.1Nd-0.2Zn 220 267 48.8 [9]
92 Mg-4Al-2La 221 302 21.1 [9]
93 Mg-4Al-4La 242 311 15 [9]
94 Mg-4Al-6La 256 337 8.4 [9]
95 Mg-4Zn-0.5Ca 355.3 385.7 10.2 [13]
96 M g-4.5Al-1Zn 120 150 3 [14]
97 Mg-2Z-1Al-0.3Ca 205 230 10 [14]
98 Mg-6Zn-1Mn 170 284 17.1 [14]
99 ZWK611 114.9 201.83 5.4 [15]
100 ZWK611+.3Ca 116.1 206.38 4.8 [15]
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101 ZWK611+.5Ca 120.51 198.77 6.24 [15]
102 ZWK611+.7Ca 125.48 190.47 5.14 [15]
103 ZXM300 57 145 7 [14]
104 ZXM320 58 76 0.9 [14]
105 ZX500 83 156 3.7 [14]
106 ZX510 67 69 0.3 [14]
107 Mg-6Gd-3Y-.4Zr 198 331 7.8 [14]
108 Mg-8Gd-3Y-.4Zr 222 362 7.6 [14]
109 Mg-0.4Zr-10Gd-2Y 239 362 4.7 [8]
110 Mg-0.4Zr-10Gd-3Y 241 370 4.1 [8]
111 Mg-12Gd-3Y-.4Zr 246 328 1.1 [8]
112 Mg-10.4Gd-3.3Y-.46Zr 237 348 3 [8]
113 Mg-10Gd-1Y-1Zr 135 215 12 [8]
114 Mg-10Gd-3Y-1Zr 152 235 6.5 [8]
115 Mg-10Gd-5Y-1Zr 285 300 1 [8]
116 Mg-10Gd-3.74Y-.25Zr 268 325 5.1 [8]
117 Mg-10Gd-3.3Y-.41Zr 264 383 1.5 [8]
118 Mg-6Gd-3Y-.5Zr 173 248 17.5 [8]
119 Mg-.8Al-10Gd-3Y 227 353 3.5 [8]
120 Mg-6Gd-2Sm-1Zr 108 230 19.8 [8]
121 Mg-8Gd-2Sm-1Zr 195 329 7.7 [8]
122 Mg-10Gd-2Sm-1Zr 237 347 3.2 [8]
123 Mg-6Gd-2Nd-1Zr 182 342 7.9 [8]
124 Mg-8Gd-2Nd-1Zr 200 342 5 [8]
125 Mg-11Gd-2Nd-1Zr 224 353 3.7 [8]
126 Mg-10Gd-0.4Zr-3Y-1.2Zn 230 330 3 [8]
127 Mg-1.0Zn-0.4Zr-10Gd-3Y 253 364 2 [8]
128 Mg-0.6Zr-17.4Gd-1.1Zn 278 405 2.5 [8]
129 Mg-1.8Zn-0.5Zr-14Gd-3Y 230 366 2.8 [8]
130 Mg-1.8Zn-6.5Gd-2.5Dy 295 392 6.1 [8]
131 Mg-2.5Gd-1.0Zn-0.16Zr 260 366 3.3 [8]
132 Mg-14Gd-2Zn-0.5Zr 292 404 5.3 [8]
133 Mg-0.3Zr-18.2Gd-1.9Ag 293 414 2.2 [8]
134 Mg-1.8Ag-0.4Zr-8.5Gd-2.3Y 268 403 4.9 [8]
135 Mg-.4Zr-15.6Gd-1.8Ag 328 423 2.6 [8]
136 Mg-3.5Y-2Nd-1.3Gd-.4Zr 196 345 7 [8]
137 Mg-4Y-4Sm-.5Zr 217 348 6.9 [8]
138 Mg-10Y-2.5Sm 200 216 3.5 [8]
139 Mg-.9Gd-.4Zr-3.4Y-1.9Nd 202 312 6.2 [8]
140 Mg-3Y-2.5Nd-1Gd-.5Zn-.5Zr 186 324 9.7 [8]
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141 Mg-1.2Gd-.2Zn-.5Zr-4.3Y-3Nd 214 316 4.4 [8]
142 Mg-.2Zn-.4Zr-4Y-2.4Nd 265 330 6.5 [8]
143 Mg-11Y-5Gd-2Zn-.5Zr 240 307 1.4 [8]
144 Mg-2Gd-0.6Zr 150 207 36.8 [13]
145 Mg-4Gd-.6Zr 145 206 43.4 [13]
146 Mg-6Gd-0.6Zr 168 237 33.4 [13]
147 Mg-3.25Ni-6.25Y 460 526 8 [13]
148 AZ31B 220 288 8 [5]
149 LA141A 123 144 23 [5]

Note:- Input data of Thermal conductivity, Density and 
Young’s Modulus are taken from the following review 
paper[5-23].

To predict the properties of the new Magnesium-Zinc-
Calcium base alloy, a MATLAB neural network (NN) 
tool was used. The tool was trained using the collected 
data set and the properties of Magnesium-Zinc-Calcium 
base alloys as shown in Fig.1.

Fig. 1 Neural Network training state

Fig. 2 Neural Network Training Performance

The NN tool was used to predict the mechanical and 
physical properties of the new Magnesium-Zinc-

Calcium base alloy based on its composition. The tool 
used the input data to identify correlations and trends 
between the properties and the alloy’s composition. The 
output of the NN tool was a prediction of the alloy’s 
properties based on its composition as shown Fig.2 and 
Fig.3. 

Fig. 3 Result of MATLAB for Different Composition

Fig. 4 Neural Network Training Regression
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Overall, the combination of data collection, analysis, 
and NN tool prediction provided valuable insights into 
the potential performance of the new Magnesium-Zinc-
Calcium base alloy.

Composition Table (New Alloy)

In order to determine the optimal percentage of certain 

elements, we relied on previous research works. For 
other elements, we utilized a hit and trial method to 
arrive at the optimal composition. By combining these 
two approaches, we were able to determine the ideal 
ratios for all the necessary components.

Table 2.

S. No Mg Al Zn Ca Si Mn Ag Sn Fe CU Ni
1 86.83 5.5 3 0.2 0.06 0.5 0.001 3.5 0.003 0.4 0.006

Property Table (New Alloy)

Table 3

Composition Mg5.5 Al3Zn. 2Ca.06 Si.5 
Mn.001 Ag 3.5 Sn.003 Fe.4 
Cu.006 Ni

Yield Strength 649.01 (MPa)
Ultimate Tensile Strength 703.18 (MPa)
Elongation 8.04 (%)
Thermal Conductivity 103.4 (W/mK)
Density 1.71 (g/cm3)
Young`s Modulus 44.45(GPa)

Structural Analysis of Alloy Wheel

The supplied model is broken down into 63222 
elements and 106068 nodes in ANSYS Workbench. 
Tetrahedron components are employed in a meshing. 
Meshing is necessary for the model to produce results 
at any moment. If there are more elements, it will take 
longer to solve the problem. 

Boundary Conditions [24][25]

2000 kg of the vehicle’s entire weight is dispersed over 
its four wheels on a rim. 

Every wheel bearing the weight = Total mass /4 =500kg.  

Total force applied to each wheel = 500*9.81= 4905N. 

The maximum pressure allowed in the car rim =40psi= 
40*.00689=.275MPa

The maximum speed of car =160km =216.6 rad /s

Equivalence von mises stress

Maximum equivalent stress of 36.38 MPa was induced 
at the rim’s exterior circumference under the specified 

boundary conditions. 649.01 MPa is the yield stress 
for the. In comparison to the material’s yield stress, the 
produced stress is extremely low. The specified load 
condition can be handled by the model.

Fig. 5- Boundary Condition for Structural Analysis

Fig. 6- Max Equivalent Stress of 36.38Mpa is observed

Maximum Principal Stress

The largest primary stress that could be created under 
the specified boundary conditions was 7.017 MPa at the 
rim’s outside circumference. 649.01 MPa is the yield 
stress. In comparison to the material’s yield stress, the 
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produced stress is extremely low. The specified load 
condition can be handled by the model.  

Total Deformation

The greatest deformation that can be caused at a 
rim’s outside circumference is 0.055148mm in size. 
The actual percentage of elongation is 8.04%, which 
is significantly higher than the induced proportion. 
Therefore, even with the rim’s caused deformation, the 
model will be secure.

Fig. 7 Maximum Principal Stress of 7.017Mpa is Observed

Fig. 8 Total Deformation of 0.055148mm is Observed

Equivalent elastic strain

For the specified loading situation, 81.862X10-5 
equivalent elastic strain is induced in the provided 
model. 

Shear stress:

Maximum Shear stress of 18.84 MPa was induced at 
the rim’s exterior circumference under the specified 
boundary conditions.

Fig. 9 Elastic Strain of 81.862X10-5 is Observed

Fig.10 Max Shear Stress of 18.84Mpa is Observed

CONCLUSION
The study comprises the design and comparative 
analysis of alloy wheels using a magnesium-zinc-
calcium base alloy to investigate the potential of a new 
material for mitigating the limitations of traditional 
alloys for enhanced performance of alloy wheels. The 
data required for training the NN model and predicting 
the properties of the new magnesium-zinc-calcium base 
alloy were gathered from various research papers for 
available alloys.

The result revealed that the magnesium-zinc-calcium 
base alloy has the potential to provide better mechanical 
properties, such as greater strength and stiffness, than 
conventional aluminium alloys. The authors suggest 
that a new alloy could be a suitable replacement material 
for alloy wheels.

The study also highlighted the importance of advanced 
analytical tools and techniques, such as MATLAB’s 
neural network tool, for predicting the properties of 
new materials without physical testing. This approach 



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 284

Design and Comparative Analysis of Magnesium-Zinc-Calcium......... Diwan, et al

can save time and resources and provide a preliminary 
assessment of the potential performance of new 
materials.

The result of finite element analysis on alloy wheels 
prepared with a new magnesium-zinc-calcium base 
alloy shows that the wheels are safe to use under the 
given conditions. The induced stress is significantly 
lower than the yield strength, indicating that the wheels 
are capable of withstanding the anticipated load without 
compromising their structural integrity. The outcome 
also reveals the effectiveness of the new alloy, which 
has improved mechanical properties and could have a 
significant impact on the design and manufacture of 
high-performance wheels in various industries. The use 
of magnesium zinc-calcium base alloy in the production 
of alloy wheels could lead to improved performance, 
reduced weight, and increased fuel efficiency.
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ABSTRACT
This review paper provides a comprehensive overview of NiTinol, a prominent Shape Memory Alloy composed 
of nickel and titanium. NiTinol exhibits remarkable characteristics, including the shape memory effect and 
superelasticity, making it a unique and highly versatile material in various industries. The shape memory effect 
(SME) is a key feature of NiTinol, driven by a diffusionless solid phase transformation. It allows NiTinol to return 
to its original shape when heated, enabling its application in automotive, aerospace, biomedical, communication, 
and many other domains. Superelasticity, often referred to as the “pseudoelastic effect,” further enhances its 
utility by enabling NiTinol to undergo substantial deformations and recover its shape. The paper delves into the 
manufacturing of NiTinol, highlighting the significance of adhering to strict standards, particularly in medical 
applications. Various manufacturing methods, including casting and powder metallurgy processes, are discussed, 
along with their advantages and limitations. Looking to the future, the application range of NiTinol is expected to 
expand, driven by increased profitability and demand. To address the challenges of high-speed machining and tool 
wear, further research is essential. Innovative solutions, such as textured cutting tools and additive manufacturing, 
hold promise in advancing NiTinol’s applications.

KEYWORDS : NiTinol, Shape memory alloy, Manufacturing, Applications, Superelasticity.

INTRODUCTION

Because of its ability to produce maximum recovery 
strain under mechanical tension (pseudoelasticity), 

shape return upon heating (shape memory effect), and 
excellent biologiccompatibility, shape memory alloys 
(SMAs) are among the finest actuators for biomedical 
applications. Shape memory alloys (SMAs) have 
excellent mechanical characteristics and a high actuation 
stress, which make them superior to other polymers 
with shape memory and shape memory hybrids 
[1]. SMAs have been used in a range of industries, 
including automotive [2-3], aviation [4-5], biomedical 
[6, 7], telecommunications [8, 9], composites and 
constructions [10-11]. The SMAs have a variety 

of alloyed compositions, each of which has unique 
features. Despite being inexpensive and commercially 
accessible, copper- and iron-based SMAs have not been 
employed very frequently because of their instability, 
impracticability, and subpar thermomechanical 
performance [13–14]. The majority of SMAs are NiTi-
based because they have greater practical fatigue and 
biocompatibility features [15].

Although the majority of research points to these 
materials’ strong bio-compatibility, there are still 
concerns about their performance in vivo and their 
molecular interactions with cells [16]. The most 
important of them are stress-assisted corrosion [17] and 
toxic consequences of ion release [18]. But according 
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Figure 1. Behavior Pattern of Shape Memory Effect [28]

MANUFACTURING OF NITINOL
Since flaws can be carried over into the finished product, 
thorough monitoring of every step of manufacturing is 
essential for the successful healthcare, and  automotive 
use of nitinol [31]. Several standards, including ASTM 
F2063, limit the maximum oxygen and nitrogen content 
in medical grade NiTinol to five hundred parts per 
million (ppm) and the greater dimension of additions 
in a NiTinol melt meant for the production of medical 
grade devices to 39 microns [48]. Several nitinol 
manufacturing processes are covered in this part, with 
special attention paid to their significance, advantages, 
disadvantages, and suitability for machining medical-
grade nitinol.

Casting/Melting Process

Due to its reactivity and high titanium content, molten 
nitinol requires processing in a vacuum [29]. Casting 
processes like VIM, VAR, EBM, and PAM are commonly 
used for nitinol production, with multiple VAR or VIM 
followed by VAR being preferred [30,32,33,34,31]. 
These techniques are briefly discussed in this section, 
with benefits and drawbacks summarized in Table 1. 
Additionally, a suitability study based on factors like 
sensitivity to carbon and oxygen, homogeneity, and 
chemical composition is conducted to ensure quality, 
especially for medical-grade applications [34]. 

to reports, the titanium oxide layer that forms on NiTi 
serves as a barrier to corrosion and chemical reactions as 
well as restricting the migration of nickel ions [15–19]. 
The majority of academics agreed that NiTi’s in vivo 
and in vitro biologiccompatibility makes it particularly 
suitable for biomedical applications [20-21, 23-24]. 
The ultimate desired result is greatly shaped by the 
manufacturing procedures. The manufacturing of NiTi 
requires particular consideration due to its remarkable 
shape memory features. It is necessary to have a deeper 
grasp of NiTi’s special qualities in order to build the 
needed NiTi parts.

The primary purpose of this paper is to provide a 
comprehensive overview of NiTinol as a Shape Memory 
Alloy (SMA). We aim to delve into the key aspects 
of NiTinol, exploring its properties, applications, and 
manufacturing process. By doing so, we intend to offer 
a holistic understanding of this remarkable material 
within the broader context of materials science and 
engineering. We will thoroughly examine NiTinol, 
starting with its composition and delving into its 
unique properties, including the shape memory effect 
and superelasticity. By providing a comprehensive 
overview, we aim to give readers a well-rounded 
understanding of NiTinol’s fundamental characteristics.

Properties of NiTi Shape memory alloy

It is essential to comprehend how the shape memory 
phenomenon of SMAs depends on diffusionless solid 
phase change in order to comprehend their mechanical 
behavior [22]. For example, at normal working 
temperatures, NiTi exhibits two phases (martensite 
and austenite), where austenite is stable at greater 
temperatures and martensite at lower temperatures 
because of their distinct crystal structures [22, 27]. 
Superelasticity, often referred to as the “pseudoelastic 
effect,” is the ability of NiTinol to undergo large 
deformations and then fully recover its original shape 
when the external load is removed. [25-26].
Table 1. Benefits and Drawbacks of NiTi Shape Memory Alloy Casting Manufacturing Processes

Method Strengths Limitations References
VIM (Vacuum Induction 
Melting)

- Because of the tiny batch 
sizes, operation is simple and 
flexible. - Cheap and simple to 
use graphite crucibles. - Good 
chemical homogeneity in the 
melt.

- High expenses for processing. - Increased Ni 
concentration might result from the presence 
of TiC and carbon particles, which would 
lower phase transition temperatures. - The 
potential for segregation and extremely high 
melt reactivity. - Rapid grain enlargement.

[35, 31, 36, 29, 33]
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VAR (Vacuum Arc 
Remelting)

No requirement for a crucible. - 
Greater purity than VIM.

- susceptible to having minor inclusions. - 
Carbon and oxygen pick-up during remelting 
may be caused by vacuum leakage. - The 
potential for segregation and extremely high 
melt reactivity. - Rapid grain enlargement.

[31, 36, 29, 33]

PAM (Plasma Arc 
Melting)

High plasma flow speed, high 
energy concentration, and fast 
heat transfer cause melting to 
happen quickly.

- Low degassing of molten metal. - Insufficient 
homogeneity, which necessitates the use of 
many torches to achieve uniformity.

[30, 36]

EBM (Electron Beam 
Melting)

- Minimal carbon contamination, 
with carbon content 4–10 times 
lower than in VIM.

- Suitable for very small volume production, 
but less chemical composition control.

[30, 37]

Table 2. Assessment of Nitinol Manufacturing Methods

Method Choosing the Factors and Their Permissible Ranges Values outside the 
suggested range are shown in bold.

Suitability Rating

VIM (Vacuum Induction 
Melting)

- Carbon content: 300-700 ppm (500 ppm is desirable [38]). - Oxygen 
content: 0.025% (0.05% acceptable) [56] Due to electrodynamic stirring, 
homogeneity is good [39]. - Included range: 5 to 40 m [40]

Good

VAR (Vacuum Arc 
Remelting)

- 100 ppm of carbon concentration is less than the required 500 ppm (38, 
41) 0.03 weight percent (recommended: 0.05 weight percent) of oxygen 
[42] - Inclusions: 17 mm (recommended: 39 mm) [43]

Excellent

PAM (Plasma Arc 
Melting)

- 0.0094 weight percent (recommended: 0.05 weight percent) of carbon 
- Oxygen level: 0.031 (recommended: 0.05 weight percent). - Poor 
homogeneity in comparison to VIM - Inclusions of less than 5 m [39]

Good

EBM (Electron Beam 
Melting)

- 0.012–0.016 weight percent (recommended: 0.05 weight percent) of 
carbon [44] 0.01 weight percent (recommended: 0.05 weight percent) of 
oxygen - Poor chemical makeup [44]

Good

Powder metallurgy processes

Both additive manufacturing (AM) and traditional 
metallurgical methods are part of powder metallurgy 

(PM) processes [31]. Traditional PM methods involve 
SHS, HIS, SPS, MIM, and CS, while AM PM methods 
include LENS, Electron Beam, and SLM [31].

Table 3. Benefits and drawbacks of powder metallurgy nitinol production  methods

Method Strengths Limitations References
Conventional Powder 
Metallurgy Processes CS 
(Conventional Sintering)

- Low cost - High production 
rate - Low demand for further 
processing - Good accuracy - 
Simple operation - Cheaper 
than casting procedures - 
Reduced material waste

- Poor mechanical qualities 
of the sample - Extended 
warming periods - Limited 
pore sizes and shapes 
(maximum porosity of 40%)

[36, 31, 45]

SHS (Self-Propagating High-
Temperature Synthesis)

Low cost - Creates organized, 
Low energy consumption - 
Significant porosity (up to 
65%)

- Possible formation of 
secondary phases as a result 
of incomplete reactions - 
Poor control of intermetallic 
phases that causes 
embrittlement

[46, 31, 47–49]
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HIP (Hot Isostatic Pressing) - Efficient utilization 
of resources Improved 
homogeneity, good pore size 
and shape control, shorter 
solid-state diffusion time, and 
production of dense products 
with isotropic mechanical 
characteristics Reduced 
sintering temperature - Fit 
for big or complicated items

- Pore size and shape 
restrictions (maximum 40% 
porosity) - Intermetallic 
phases (Ti2Ni, Ni3Ti, 
and Ni4Ti3) are present. 
- Potentially produced 
porosities by inert gas - Low 
rate of production

[50, 31]

SPS (Spark Plasma Sintering) - Simple operation - Low-
temperature high-density 
sintering rapidly than 
others conventional powder 
metallurgy process; High 
precision control 

Costly DC generator is 
necessary, and it only 
functions with simple sample 
shapes.

[51, 31, 52]

MIM (Metal Injection 
Molding)

- Suitable for items with 
a near-net form - Extreme 
geometric accuracy - 
Economical for big volumes 
of small-scale, complicated 
goods. - Up to 98% density 
achievable

- [31, 53]

Additive Manufacturing 
Processes SLS (Selective 
Laser Sintering)

- Good form control - Good 
homogeneity and porosity

Costly tooling makes it 
expensive, and there are also 
size restrictions on the parts, 
residual pores, and a lot of 
impurity phases.

[31, 54]

SLM (Selective Laser 
Melting)

Can create thick components 
(97% of cast Nitinol density 
is conceivable)  - Minimized 
beam distortion - Post-
treatment debinding is not 
necessary

Costly, high energy-
demanding, and prone to 
melt pool instability

[31, 80, 47]

LENS (Laser Engineered Net 
Shaping)

- Capable of creating 
components that are very 
pure, dense, and have 
excellent microstructures. - 
Absence of bad periods

- [31, 55, 56]

FORMING NITINOL
After manufacture, ingots are shaped into tubing, wire, 
sheet, bar, and ribbon forms through hot working at 600-
900 °C, reducing diameters from 500 mm to around 15 
cm [35]. Cold working and annealing at 600-800 °C 
are crucial due to nitinol’s rapid work hardening [58]. 
Cold-working and aging treatments are necessary for 
optimal superelastic performance [57].

FUTURE TRENDS AND UTILIZATION
Accordingly, as these materials become more 
profitable, their application range may expand. This 
could encourage scientists and business to investigate 
this substance even further. Similar to this, a need for 
greater speed machining may arise from an increase in 
the demand for NiTi goods. In this situation, the facts 
presented on cutting tool behavior and wear can be 
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useful to cutting tool manufacturers. This material’s 
production calls for careful consideration of its 
functional qualities. However, only a small number of 
studies on how machining affects functional parameters 
including conversion temperatures, conversion 
enthalpy, and activation energies have been conducted.

One of the main obstacles to high-speed machining of 
NiTi is tool wear. This restriction is mostly caused by 
greater temperatures at higher speed levels. Cryogenic 
cooling and coatings on the surfaces of carbide-cutting 
tools have previously been claimed to help with this 
issue at higher cutting speed levels. To improve these 
materials’ machinability rate, more research is needed. 
Use of textured cutting tools, the application of 
multilayer coatings, or the use of rotary turning tools are 
some recommended methodologies for these possible 
investigations. Other hard-to-cut materials have been 
successfully machined using these techniques.

When creating items in small numbers and with 
complicated geometries, additive manufacturing  may 
be a more profitable production method than machining. 
As a result, AM could be an excellent substitute for some 
NiTi components. However, AM of NiTi has not yet 
attracted significant attention. This method’ drawbacks, 
such as poor geometric accuracy and thermomechanical 
flaws, and the high cost of infrastructure investment 
may be to blame. However, the AM technique is being 
used and researched more and more.

CONCLUSION
In conclusion, NiTinol, a nickel-titanium Shape 
Memory Alloy (SMA), boasts remarkable properties 
and diverse applications. Its SME and superelasticity 
make it invaluable in fields like automotive, aerospace, 
biomedical, and communication. Manufacturing 
processes, including casting and powder metallurgy, 
require strict quality control, especially in medical 
applications. Future advancements may involve higher-
speed machining and additive manufacturing, though 
challenges like tool wear and AM costs remain. Despite 
obstacles, NiTinol’s potential to revolutionize industries 
is clear, driving ongoing research and innovation.
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ABSTRACT
This review paper proThis study utilizes finite element analysis (FEA) to investigate the optimization of cutter 
leaf spring design for lightweight vehicles. Three materials commonly employed in leaf springs are analyzed for 
both structural integrity and vibration control: EN45 steel, E-glass/epoxy composite, and carbon Fiber epoxy 
composite [1, 2, 3]. The analysis focuses on static load performance, evaluating stress distribution, strain response, 
and total deformation under realistic loading scenarios. Additionally, natural frequencies are calculated to gain 
preliminary insights into the potential vibration behaviors of each material (further research on dynamic analysis is 
recommended [4]). By meticulously comparing these results to established material properties, the research sheds 
light on crucial trade-offs inherent to different materials, particularly their strength-to-weight ratio and potential for 
vibration mitigation. These findings empower engineers to make informed choices for achieving desired structural 
integrity, weight efficiency, and improved ride comfort in lightweight vehicles [5]. While acknowledging the 
limitations of static analysis, this research lays the groundwork for further exploration of dynamic behavior under 
real-world driving conditions.

KEYWORDS : Cutter leaf spring, Lightweight vehicle, Finite element analysis (FEA), Ansys, SolidWorks.

INTRODUCTION

Leaf springs are a critical component within the 
suspension systems of light trucks and automobiles. 

They play a pivotal role in vehicle dynamics by effectively 
absorbing static loads, maintaining ride height, and 
contributing to overall handling characteristics [6]. 
However, traditional steel leaf springs can contribute 
significantly to vehicle weight, hindering fuel efficiency 
and overall performance. This weight reduction 
becomes even more crucial in the design of lightweight 
vehicles, where every kilogram saved translates to 
improved fuel economy and potentially extended range 
[7]. Cutter leaf springs offer a specific design variation 
with a tapered cross-section. Compared to traditional 
parabolic or multi-leaf configurations, cutter springs 
have the potential to reduce weight while maintaining 

functionality [8]. This research leverages finite element 
analysis (FEA) within ANSYS software [9] to conduct 
a comprehensive analysis of three commonly employed 
materials for cutter leaf springs:

• EN45 steel: A high-strength steel commonly used 
in leaf spring applications due to its favorable 
strength and durability characteristics [10].

• E-glass/epoxy composite: A composite material 
consisting of E-glass fibers embedded in an epoxy 
resin matrix. Composites offer potential weight 
savings while maintaining stiffness [11].

• Carbon fiber epoxy composite: Another composite 
material utilizing carbon fibers for superior stiffness 
and strength-to-weight ratio compared to E-glass/
epoxy [12].
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to fill this gap by providing a detailed comparison of 
material performance through FEA simulations.

LITERATURE REVIEW
Leaf springs have been a cornerstone component within 
the suspension systems of light trucks and automobiles 
for a considerable period [16]. They play a critical role in 
vehicle dynamics by effectively managing static loads, 
maintaining optimal ride height, and influencing overall 
handling characteristics [16]. However, a significant 
drawback associated with traditional steel leaf springs 
is their weight, which can hinder fuel efficiency and 
overall vehicle performance [17]. This weight reduction 
becomes even more crucial in the design of lightweight 
vehicles, where minimizing weight translates directly to 
improved fuel economy and potentially extended range 
[17].

Researchers have actively explored various strategies to 
optimize leaf spring design for lightweight vehicles. A 
promising approach involves the utilization of composite 
materials. These materials, typically composed of fibers 
embedded within a resin matrix, offer the potential for 
significant weight savings while maintaining or even 
enhancing stiffness compared to traditional steel [18, 
19].

E-glass/epoxy composites are a popular choice due to 
their affordability and well-established manufacturing 
techniques [19]. Studies conducted by Rana and 
Faizal (2017) analyzed the design and performance 
of composite leaf springs for lightweight vehicles 
using E-glass/epoxy composites [19]. Their findings 
demonstrated the feasibility of achieving weight 
reduction while ensuring adequate structural integrity. 
However, E-glass/epoxy composites might not offer the 
absolute highest stiffness-to-weight ratio compared to 
other options [20].

Carbon fiber epoxy composites offer superior stiffness 
and a considerably improved strength-to-weight ratio 
when compared to E-glass/epoxy [20, 21]. Achamyeleh 
et al. (2012) investigated the design and analysis of 
mono composite leaf springs fabricated from carbon 
fiber epoxy for lightweight vehicles [21]. Their research 
highlighted the potential for substantial weight reduction 
while achieving the necessary structural performance. 
However, carbon fiber composites can be more 

By focusing on both structural integrity and vibration 
control characteristics, the research aims to achieve the 
following objectives:

• Evaluate Static Load Performance: Analyze stress 
distribution, strain response, and deformation under 
static load conditions to ensure design requirements 
are met and failure is avoided.

• Assess Vibrational Behaviour: Analyze the natural 
frequencies of each leaf spring model to gain 
preliminary insights into potential vibration control 
characteristics.

• Compare Material Performance: Compare the 
results obtained for each material to their known 
properties, considering both static and dynamic 
loading scenarios. This comparison will guide 
material selection based on specific performance 
requirements for lightweight vehicles.

The findings from this research will be of considerable 
value to engineers working on leaf spring design 
for lightweight vehicles. By understanding the 
interplay between static load performance and 
potential vibrational behaviour of various materials, 
they can make informed choices to achieve desired:

• Structural integrity: The analysis ensures the leaf 
spring can withstand static loads encountered 
during operation without failure [13].

• Weight efficiency: Selecting a material with a 
favorable strength-to-weight ratio optimizes overall 
vehicle performance through weight reduction [14].

• Improved ride comfort: A well-designed leaf 
spring contributes to proper ride height, handling, 
and minimization of vibrations transmitted to the 
passenger compartment [15].

This research builds upon existing knowledge in leaf 
spring design for lightweight vehicles. Studies have 
explored the potential of composite materials to achieve 
weight reduction while maintaining or improving 
stiffness compared to traditional steel leaf springs [5, 6]. 
However, a comprehensive analysis that considers both 
structural integrity and vibration control characteristics 
using FEA is necessary to optimize cutter leaf spring 
design for this specific application. This research aims 
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expensive than E-glass/epoxy, and their manufacturing 
processes might be more complex [22].

Beyond material selection, researchers have also 
investigated the influence of leaf spring design itself 
on performance. Cutter leaf springs, with their tapered 
cross-section, offer potential weight savings compared 
to traditional parabolic or multi-leaf configurations 
while maintaining functionality [23].

While these studies provide valuable insights, a 
comprehensive analysis that considers both structural 
integrity and vibration control characteristics using 
finite element analysis (FEA) is necessary for optimal 
cutter leaf spring design. This research aims to address 
this gap by conducting a detailed FEA analysis of 
cutter leaf springs employing EN45 steel, E-glass/
epoxy composite, and carbon fiber epoxy composite. 
By evaluating both static load performance and 
vibrational behavior, this research will provide valuable 
information for engineers working on leaf spring 
design for lightweight vehicles, ultimately contributing 
to the development of more efficient and performant 
transportation solutions

METHODOLOGY
This research employs finite element analysis (FEA) 
to comprehensively evaluate the performance of 
cutter leaf spring designs for lightweight vehicles. The 
analysis focuses on three commonly used materials, 
aiming to identify the material that offers the optimal 
balance of weight reduction and structural integrity for 
this specific application

Computer-Aided Design (CAD) Modeling

SolidWorks software will be utilized to develop precise 
3D models of the cutter leaf springs for each material. 
These models will incorporate the specific dimensions 
and characteristic tapered cross-section of cutter leaf 
springs

LEAF SPRING SPECIFICATIONS
Table no 1: Dimensions

Sr. No Parameter Name Value(mm)
1 Leaf Span 660.4
2 No. Of Full-length leaves 1

3 No.of Graduate Leaves 3
4 No. of Leaves 4
5 Width 44.45
6 Thickness 6.35
7 Eye diameter with bushing 14.28
8 Eye diameter with bushing 17.46

Figure 1 Leaf spring Design model

Table 2: Material properties of EN45(Steel) [24]

Steel EN45 A
Young Modulus [E] 204 Gpa

Poisson Ratio 0.266
Ultimate tensile strength 1272 MPa

Yield Tensile strength 1158 MPa
Density 7850 Kg/m^3

Table 2: Material properties of Glass Epoxy Composite 
[24]

Properties Glass epoxy
Density (kg/m3) 2000
Yong’s Modulus E (GPa) 50
Longitudinal tensile fracture strength 
(MPa)

800

Poisson’s Ratio 0.3
Transverse tensile strength (MPa) 40
Shear strength (MPa) 30
Shear Modulus (GPa) 5.6

Table 2: Material properties of Carbon/Epoxy Composite 
[24]

N Property Symbol Units Carbon/
Ep oxy

1 Youngs modulus E GPa 190
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2 Transverse Modulus E22 GPa 7.7
3 Shear Modulus G12 GPa 4.2
4 Poisson’s Ratio υ ----- 0.36
5 Density ρ Kg/m3 1600
6 Longitudinal Tensile 

strength
St1 Mpa 870

7 Transverse Tensile 
strength

St2 Mpa 540

8 Shear strength Ss Mpa 30

STRUCTURAL ANALYSIS
Finite Element Modeling: A structured approach is 
adopted for the FEA modeling process, building upon 
the established CAD models:

Mesh Generation: The CAD models generated in 
SolidWorks will be exported to a pre-processing 
software for mesh generation. Appropriate element 
types, such as tetrahedral or hexahedral elements, 
will be chosen for accurate representation of complex 
geometries. Mesh refinement will be conducted in 
critical areas, such as around the bolt eyes and regions 
with anticipated high stress concentrations, to capture 
the behavior with greater precision.

Figure 2 Meshing

Material Properties and Boundary Conditions: 
Material properties, including Young’s modulus, 
Poisson’s ratio, and density, will be assigned to each 
model based on established data sources or experimental 
characterization. The leaf spring models will be fixed 
at one end, simulating the attachment to the vehicle 
chassis. A static load will be applied at the free end, 
replicating the load transferred from the axle during 
vehicle operation. The chosen load magnitude will 

represent realistic operating conditions for lightweight 
vehicles.

Material Behavior and Contact: Linear elastic 
material behavior will be assumed for the steel model, 
as it is a common and valid first approximation for static 
load analysis of leaf springs. Material properties for 
the composite models (E-glass/epoxy and carbon fiber 
epoxy) will be incorporated using appropriate material 
models within the FEA software to account for their 
potentially non-linear behavior. Frictional contact will 
be defined between the leaf spring and any simulated 
mating surfaces, such as the axle or shackles, to account 
for potential frictional effects.

STEEL EN45

Figure 3 Total Deformation

Figure 4 Equivalent Elastic strain

Figure 5 Equivalent Stress
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E- GLASS EPOXY COMPOSITE

Figure 6 Total Deformation

Figure 7 Equivalent Elastic strain

Figure 8 Equivalent Stress

Cabon Fiber Epoxy

Figure 9 Total deformation

Figure 10 Equivalent Elastic strain

Figure 11 Equivalent Stress

Vibrational Analysis

Figure 12 EN45 Total Deformation

Figure 13 Glass Epoxy Total Deformation

Figure 14 Carbon Epoxy Total deformation
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Modal Analysis

Material Total 
Deformation 

(mm)

Directional 
Deformation 

(mm)
Steel EN45 21.291 0.7273

Glass Epoxy 42.189 1.4361
Carbon Epoxy 47.185 1.601

Frequency [Hz]

Material 1 2 3 4 5 6
Steel EN45 259.42 375.65 675.89 904.97 1127.6 1298.3

Glass 
Epoxy

254.05 370.27 663.37 884.38 1107.5 1271

Carbon 
Epoxy

552.49 811.13 1448.2 1917.3 2421.5 2762.3

Simulation Results

Material Total 
Deformation 

(mm)

Equivalent 
elastic 

strain m/m)

Equivalent 
stress 
(MPa)

Load 
(lbs.)

Steel EN45 0.0799 0.0002 42.045 1000
E-Glass 
Epoxy

0.3260 0.0008 41.813 1000

Carbon 
fiber Epoxy

0.0857 0.000241 41.332 1000

RESULTS AND DISCUSSION
This study employed finite element analysis (FEA) to 
investigate the performance of cutter leaf spring designs 
for lightweight vehicles, focusing on three commonly 
used materials: EN45 steel, E-glass/epoxy composite, 
and carbon fiber epoxy composite.

Key Findings

• All materials (EN45 steel, E-glass/epoxy 
composite, and carbon fiber epoxy composite) 
demonstrated adequate static load capacity under 
a simulated 1000 lb load, ensuring their suitability 
for the intended application in lightweight vehicles.

• Steel exhibited the lowest total deformation 
(0.0799 mm), followed by Carbon Fiber Epoxy 
(0.0857 mm) and E-glass Epoxy (0.3260 mm). This 
suggests Steel offers the greatest stiffness under 
static loads.

• Equivalent stress values were comparable across 

all materials (around 42 MPa), indicating similar 
strength under the applied load.

• Modal analysis revealed differences in natural 
frequencies, with Steel having the lowest values, 
followed by E-glass Epoxy and then Carbon Fiber 
Epoxy. This suggests Steel may initially resist 
vibrations better; however, further investigation is 
necessary for all materials under real-world driving 
conditions.

Implications for Lightweight Vehicle Design:

• Material Selection: The optimal material selection 
hinges on the specific priorities for lightweight 
vehicle design. 

 o Strength-to-Weight Ratio: Carbon 
Fiber Epoxy offers the most favorable ratio, 
enabling significant weight reduction while 
maintaining structural integrity.

 o Cost-Effectiveness: E-glass Epoxy is 
a more economical option compared to Carbon 
Fiber Epoxy.

 o Manufacturing Complexity: Steel 
is a well-established material with simpler 
manufacturing processes when compared to 
composites.

• Vibration Control: While the initial findings provide 
insights, further dynamic analysis is recommended 
for all materials to fully understand and optimize 
vibration mitigation strategies in the final design.

CONCLUSION
This FEA analysis equips engineers with valuable data 
to guide material selection and optimization of cutter 
leaf spring design for lightweight vehicles. The findings 
highlight the trade-offs between different materials and 
their impact on structural integrity, weight reduction, 
and potential vibration control.

• Steel: While offering the greatest stiffness under 
static loads, Steel’s weight might hinder weight 
reduction efforts.

• Composite Materials: E-glass/epoxy and Carbon 
Fiber Epoxy offer significant weight-saving 
potential compared to Steel. However, their 
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dynamic behavior requires further investigation for 
optimal performance.

By considering these key findings and their 
implications, engineers can make informed decisions 
for material selection and optimize cutter leaf spring 
design for lightweight vehicles, ultimately contributing 
to improved fuel efficiency and overall vehicle 
performance. This research paves the way for further 
exploration of dynamic behaviour and real-world 
testing to validate the FEA results and refine the design 
for optimal performance in lightweight vehicles.
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ABSTRACT
The pandemic has had a severe impact on the industrial sector, leading to shutdowns and potential closure of 
Indian MSMEs due to financial losses. In the post-pandemic world, reliable production is essential due to limited 
resources. Industries globally, particularly MSMEs, face challenges in achieving productivity and customer 
satisfaction while meeting the demand for reliable products at a low cost. This highlights the importance of 
reliability engineering in complex systems and their economics. Reliability centered assessments have proven to 
be effective in extending the lifespan of industrial systems by analyzing repairable and non-repairable subsystems 
and identifying critical subsystems responsible for most failures. Reliability analysis is important for ensuring 
reliability of industrial systems. Engineers can improve system performance and reliability, saving money and 
improving customer satisfaction. Reliability analysis helps determine optimal maintenance schedules, minimizing 
unplanned downtime. Understanding system reliability can lead to significant benefits for organizations. The 
objective of this research article is to furnish a thorough examination of the estimation of reliability for a repairable 
industrial system. The manuscript outlines the steps involved, starting from the collection of data, performing trend 
tests, and determining the best fit distribution for parameter estimation and reliability analysis. This comprehensive 
guide will prove invaluable to reliability and maintenance engineers, as well as decision makers, enabling them to 
make optimal decisions and improve maintenance schedules.

KEYWORDS : Reliability analysis, Complex repairable system, System reliability, Failure data, Life data, Weibull 
etc.

INTRODUCTION

The concept of “Reliability” is inherently subjective 
in nature, as it has been defined multiple times by 

various authors in accordance with specific applications. 
According to the Merriam-Webster dictionary, it is 
defined as “The quality or state of being reliable.” In 
other literature, it has been defined as “the probability 
that a component or system will perform a required 

function for a given period of time when used under 
stated operating conditions” (Charles Ebeling, 1997). 
In today’s world, reliability analysis holds significant 
importance due to the presence of numerous complex 
systems, such as communication devices (e.g., mobile 
phones, laptops) and transportation means (e.g., 
cars, trains, aeroplanes), on which we heavily rely to 
efficiently and promptly complete our tasks. The failure 
of any of these systems to perform as expected can 
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LITERATURE REVIEW
Over the years, numerous international and national 
researchers have conducted extensive investigations 
into the various complex repairable industrial systems, 
focusing specifically on the aspects of Reliability. The 
primary purpose of utilizing the Reliability approach is 
to analyze complex repairable industrial systems and 
plan their operational life and maintenance strategies. 
In the context of the present study, a comprehensive 
examination of reliability analysis stages has been 
undertaken, considering the viewpoint of beginners in 
the field. Moreover, the literature review includes several 
noteworthy research articles. For instance, the work 
by MarcantonioCatelani et al. [1] explores parameter 
estimation methods for failure rate distributions, such 
as Least Square Estimation and Maximum Likelihood 
Estimation, while also investigating two types of field 
data to identify the most appropriate fitting distribution. 
The study emphasizes the versatility of the Weibull 
distribution in modeling various failure rate functions. 
Similarly, JavadBarabady et al. [2] delves into the 
significance of reliability in the planning, design, and 
operation of engineering systems, with a particular 
focus on the mining industry. The authors present a 
case analysis of the reliability and maintainability of 
crushing plants in the Jajarm bauxite mine in Iran. By 
dividing the crushing plants into seven subsystems, 
they conduct reliability analysis for each subsystem 
using failure data. The findings demonstrate the 
usefulness of reliability and maintainability analysis 
in determining maintenance intervals and organizing 
maintenance activities. Additionally, the analysis of 
total downtime, breakdown frequency, reliability, and 
maintainability characteristics of different subsystems 
reveals a decrease in the reliability of crushing plants 1 
and 2 as the mission time increases. 

In another study, Dolas D. R. et al. [3] specifically focus on 
the reliability analysis of the cooling system water pump 
of diesel engines used in compressor applications. The 
researchers employ Weibull distribution for statistical 
calculations and present the results in graphical form. 
They also conduct Pareto analysis to identify the failure 
frequency of critical components. The findings provide 
valuable insights for maintenance policies and strategies 
to prevent breakdowns and downtime of the cooling 

have severe repercussions on the functioning of our 
society on a daily basis. Hence, it is crucial for these 
complex systems to be as reliable as possible. The 
manufacturers of these devices and complex systems 
must prioritize reliability right from the design stage. 
They need to comprehend the critical sub-components 
involved in the assembly and their interdependencies, 
as well as the various failure modes associated with 
their product and the maintenance strategies to mitigate 
any unwanted breakdowns or failures. Original 
Equipment Manufacturers (OEMs) are well aware of 
the significance of reliability studies in enhancing their 
product cycles, and they conduct dedicated reliability 
studies to anticipate and address any unforeseen events. 
The purpose of this study is to review existing research 
and case studies on reliability analysis of complex 
repairable systems and to outline a stage-wise roadmap 
for future reliability studies.

Reliability holds significant importance for both 
manufacturers and consumers alike. Manufacturers 
must ensure that their products are dependable in 
order to meet customer expectations and prevent any 
need for recalls. On the other hand, consumers desire 
assurance that the products they purchase will perform 
as anticipated. Various methods exist for measuring 
reliability, with one common approach being the 
utilization of a failure rate. The failure rate represents the 
probability of a product failing within a specified time 
period. For instance, a product with a failure rate of 1% 
indicates a 1% likelihood of failure within one year. The 
analysis of reliability always commences with the initial 
step of meticulous and well-planned data collection, 
typically gathering failure data and Time to Failure 
(TTF) in the case of repairable industrial systems. The 
entire analysis hinges upon the fundamental assumption 
that the collected data is independent and identically 
distributed (iid) over time; otherwise, drawing improper 
conclusions that fail to comprehensively interpret the 
system under scrutiny may occur. The simplest way to 
verify the iid is through a graphical trend test, followed 
by fitting the TTF data with a probability distribution. 
Ultimately, the parameter estimation of the probability 
distribution can be conducted by employing a best-fit 
distribution with the aid of various available software 
tools.
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system water pump. Ultimately, the paper concludes 
that determining the individual failure rates of water 
pump parts and their contribution to overall reliability 
is essential. Lastly, Vivek Kumar et al. [4] concentrate 
on analyzing the failure times of a boiler in a thermal 
power plant to identify critical failure expectancy and 
system reliability. The study utilizes Weibull probability 
plot and statistical analysis to perform reliability and 
maintainability analysis, with the results presented in 
graphical form. The paper also discusses the method 
for selecting the best analysis mode and the equations 
employed to determine the mean time to failure and 
reliability of the two-parameter Weibull distribution. 
This study is significant as sudden failures of any power 
plant boiler component lead to production losses and 
high maintenance costs, consequently increasing the 
production cost of electricity unnecessarily. In their 
study, Dolas& et al. [5] conduct a reliability analysis 
of the cooling system of a diesel engine used for 
compressor applications. The authors utilize time-to-
failure data and the two-parameter Weibull distribution 
to estimate various reliability parameters such as 
availability, mean time between failure, failure rate, and 
failure density. To estimate these parameters, the authors 
employ both the analytical least square method and 
Minitab 16.1R software. The findings of this study have 
practical implications for the design, manufacturing, 
and modification of cooling system components.

Quadri et al.present a roadmap for reliability analysis 
of complex repairable systems, stressing the importance 
of data collection, validation, and Weibull distribution 
utilization [6]. Barabady and Kumar (Year) conduct a 
reliability and availability analysis of a crushing plant 
in a Bauxite Mine, highlighting critical subsystems 
and maintenance strategies [7]. Rezvanizaniani et 
al. (Year) focus on field failure data collection and 
reliability analysis in a passenger train company, 
identifying wheel sets as critical subsystems [8]. 
Kumar et al. (Year) analyze boiler failure times at a 
thermal power plant, emphasizing Weibull probability 
plots for reliability assessment [9]. Naseri et al. (Year) 
review Arctic offshore operating conditions and their 
impact on reliability, availability, and maintainability of 
offshore facilities [10].In this section we have tried to 
accumulate the various reliability studies done across 
multiple domains like mining industries, locomotive 

manufacturing industries, diesel engineering 
manufacturing industries and thermal power plants. 
The literature survey also focuses on various life 
distribution and their suitability for various complex 
repairable system, which emphasizes the versatility of 
Weibull distribution. Also a comprehensive comparison 
of various methodologies for reliability systems suggest 
a common and fundamental approach well presented in 
the study of JavadBarabady&Uday Kumar [7] which is 
elaborated further using the case study from the Indian 
industry. The fundamental approach for the modeling 
of repairable systems is demonstrated sequentially 
in Figure 1 for the purpose of reliability assessment. 
This figure provides a comprehensive flowchart for 
the identification of models and serves as the primary 
framework for the examination of the failure and repair 
data pertaining to mining equipment.

Figure 1 Process of repairable system reliability analysis 
[7]

CASE STUDY
For the current study, the failures data of a Borewell 
compressor diesel engine water pump is considered 
from the engine log book for three years [3] and Process 
of repairable system reliability analysis[7] 

Step 1-Data Collection: Time to Failure of 50 pumpsis 
collected for a span of 3 years from the log book which 
is as follows:

1895, 2000, 2106, 628, 681, 892, 2904, 2961, 3172, 
3341, 3789, 365, 495, 1250, 1276, 1338, 1556, 1633, 
1668, 915, 950, 1091, 1100, 4231, 4368, 4596, 720, 
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4788, 1135, 1194, 2346, 2434, 886, 1854, 1876, 2440, 
3941, 4812, 1687, 4992, 2109, 2570, 801, 2607, 2628, 
2117, 2470, 2174, 2547, 2646.

Step 2-Identifying Distribution:

Identifying distribution is both art & science as it 
requires proper knowledge and understanding of 
theoretical distributions and failure modes and process. 
One suggested approach is to construct a histogram 
of failure times, compute descriptive statistics and 
construct a probability plot. This approach is presented 
here;

For constructing the histogram shown in figure 2, one 
important aspect is to select optimum bin size. Here 
we have used the Sturges Rule To select optimum bin 
intervals. i.e.

So optimal bin size should be taken as 7, as per Sturges 
Rule. 

Figure 2 Histogram of time to failure data

The bin size and frequency is represented in table 01 
and the Descriptive Statistics in table 02.

Table 1 Bin size and frequency

Bin 365 1136 1907 2679 3450 4221 4992
Frequency 1 12 11 14 4 2 6

Table 2 Descriptive Statistics

Mean Standard 
Error

Median Standard 
Deviation

Sample 
Variance

Kurtosis Skewness Range Count Confidence 
Level (95.0%)

2179.5 176.5329 2053 1248.276 1558193 -0.27536 0.717561 4627 50 354.7561

Step 3-Least Square Curve Fitting

Numerous methods exist for estimating parameters to 
fit a lifetime distribution to a dataset, with one of the 
most significant being the least squares method. This 
statistical approach minimizes the sum of squared 
residuals between observed and predicted values by 
fitting a curve to the data points. Widely used across 
various disciplines like statistics, engineering, and 

economics, the least squares method is particularly 
adept at fitting linear or simple polynomial curves to 
data. However, it can also be extended to more complex 
curves while retaining its fundamental principles.

Table 3 Least Square Method

Failure Time to 
Failure

F(ti) ln(ti) ln{ln[1/1-
F(ti)]}

Failure Time to 
Failure

F(ti) ln(ti) ln{ln[1/1-
F(ti)]}

1 365 0.0139 5.8999 -4.2697 26 2106 0.5099 7.6525 -0.3380
2 495 0.0337 6.2046 -3.3723 27 2109 0.5298 7.6540 -0.2817
3 628 0.0536 6.4425 -2.8993 28 2117 0.5496 7.6578 -0.2261
4 681 0.0734 6.5236 -2.5738 29 2174 0.5694 7.6843 -0.1712
5 720 0.0933 6.5793 -2.3239 30 2346 0.5893 7.7605 -0.1167
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6 801 0.1131 6.6859 -2.1201 31 2434 0.6091 7.7973 -0.0625
7 886 0.1329 6.7867 -1.9474 32 2440 0.6290 7.7998 -0.0086
8 892 0.1528 6.7935 -1.7970 33 2470 0.6488 7.8120 0.0454
9 915 0.1726 6.8189 -1.6634 34 2547 0.6687 7.8427 0.0995

10 950 0.1925 6.8565 -1.5429 35 2570 0.6885 7.8517 0.1539
11 1091 0.2123 6.9948 -1.4328 36 2607 0.7083 7.8660 0.2088
12 1100 0.2321 7.0031 -1.3312 37 2628 0.7282 7.8740 0.2644
13 1135 0.2520 7.0344 -1.2367 38 2646 0.7480 7.8808 0.3209
14 1194 0.2718 7.0851 -1.1482 39 2904 0.7679 7.9738 0.3787
15 1250 0.2917 7.1309 -1.0647 40 2961 0.7877 7.9933 0.4381
16 1276 0.3115 7.1515 -0.9855 41 3172 0.8075 8.0621 0.4995
17 1338 0.3313 7.1989 -0.9101 42 3341 0.8274 8.1140 0.5634
18 1556 0.3512 7.3499 -0.8379 43 3789 0.8472 8.2399 0.6306
19 1633 0.3710 7.3982 -0.7686 44 3941 0.8671 8.2792 0.7020
20 1668 0.3909 7.4194 -0.7017 45 4231 0.8869 8.3502 0.7791
21 1687 0.4107 7.4307 -0.6371 46 4368 0.9067 8.3821 0.8639
22 1854 0.4306 7.5251 -0.5743 47 4596 0.9266 8.4329 0.9600
23 1876 0.4504 7.5369 -0.5132 48 4788 0.9464 8.4739 1.0739
24 1895 0.4702 7.5470 -0.4536 49 4812 0.9663 8.4789 1.2206
25 2000 0.4901 7.6009 -0.3953 50 4992 0.9861 8.5156 1.4532

Figure 3 Least Square Plot of Failure Data

Intercept = c = -14.861, Slope = M = 1.9046, Index of 
Fit = r2 = 0.9795. The index of fit (0.9795) 

indicates a good fit.

Step 4-Probability Plot and Parameter Evaluation

The analysis conducted using PTC Windchill Quality 
Solution 10.2 software indicates that both 3-parameter 
and 2-parameter Weibull distributions fit the data well. 
However, due to differing estimation methods, their 
ranking varies. Other distributions like normal, log-

normal, gamma, and exponential do not fit the data 
adequately, showing lower correlation coefficients. 
The 3-parameter Weibull distribution exhibits the best 
fit, with nearly unity correlation coefficient. Figure 04 
visually confirms these findings.

Figure Probability Plot of Failure Data
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The equation for the 3-parameter Weibull cumulative 
density function, cdf, is given by:

This is also referred to as unreliability and designated 
as Q (t) by some authors, recalling that the reliability 
function of a distribution is simply one minus the cdf, 
the reliability function for the 3-parameter Weibull 
distribution is then given by:

Similarly, with the given equation we can calculate 
reliability of the system at any specific time, for example 
the reliability of the said water pump at 1500 hours, (β = 
1.9260, η = 2571.5217, γ = -178.43)

CONCLUSION
The paper provides a comprehensive study of reliability 
estimation of a repairable industrial system. It covers the 
stages of reliability analysis from data and emphasizes 
the importance of proper and well-planned analysis. It 
practically presents the stages with a case of the failures 
data of a bore-well compressor diesel engine water pump 
from an Indian manufacturer. The results highlight the 
best-fit distribution for the failure data of pump as three 
parameter Weibull since the correlation coefficient is 
almost unitary and higher than the other distributions. 
The later part of the research article also presents a 
case of reliability estimation using 3 parameter Weibull 
analysis for the pump at a given specific time in its 
working life i.e. at 1500 hours of working the system 
shows a reliability of 66.40%. The article will act as a 

beginner’s guide of budding reliability and maintenance 
engineers and practitioners.
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ABSTRACT
The main elements of proton exchange membranes with Traditional PEMs, nanostructured  PEMs, and conductive 
filters are covered in this overview. This thorough overview article covers  materials, design improvements, efficiency 
gains, applications, and obstacles while navigating the  complex terrain of recent developments in hydrogen fuel 
cell technology. In light of growing  worldwide environmental concerns, this survey offers an in-depth examination 
of the present status  of research and development on hydrogen fuel cells. Novel polymer blends, nanostructured  
membranes, and inventive catalysts are just a few examples of the materials that are being explored  along with 
design approaches, efficiency-maximizing technologies, and a variety of uses in  transportation, stationary power 
production, and portable electronics. With a focus on infrastructure,  public awareness, and cost, this poll seeks to 
provide a comprehensive picture of the state of hydrogen  fuel cell technology today. This study aims to contribute 
to the collective knowledge necessary for  guiding the paradigm shift towards a sustainable energy future, making 
it a useful tool for researchers,  academics, policymakers, and industry stakeholders.

KEYWORDS : Hydrogen fuel cell, Renewable energy, Clean energy technology, Proton exchange  membrane.

INTRODUCTION

The need for sustainable energy solutions is growing 
worldwide, and this has brought hydrogen fuel  

cell technology to the forefront of the clean energy 
market [1]. As the globe struggles to cut  greenhouse 
gas emissions and move toward a low-carbon future, 
hydrogen fuel cells show promise as  a flexible and 
adaptable technology that provides a clean, effective 
replacement for conventional  energy sources. This in-
depth analysis seeks to explore the latest developments 
in hydrogen fuel cell  technology, including materials, 
design breakthroughs, efficiency gains, applications, 
and the various  obstacles preventing its broader use. 

With growing environmental concerns and a pressing 
need to find sustainable alternatives to  traditional fossil 
fuels, [2] this study aims to give a thorough and critical 
assessment of hydrogen fuel  cell technology as it is 
now. This research tries to clarify the difficulties and 
prospects in the sector by  examining the complex 

interactions between materials science, engineering 
advancements, and  efficiency optimization. This 
will help to illuminate the future of hydrogen fuel 
cell research and  development. Examining the latest 
developments and obstacles in this field is crucial 
for scholars and  researchers, as well as for decision-
makers and business partners who are dedicated to 
advancing the  paradigm shift toward a future with 
more sustainable energy sources

LITERATURE REVIEW 
[3] conducted a thorough analysis of the present state 
and possible applications of hydrogen fuel cell  (FC) 
technology, highlighting the technology’s ability to 
both alleviate the growing energy problem  and promote 
economic expansion. The investigators emphasized the 
established effectiveness of fuel  cells (FCs) as substitute 
power sources in fixed settings and emphasized their 
developing function in  the transportation and portable 
domains. The examination of the literature carefully 

Rahul Kundiya
 rahul.kundiya@vpmmpcoe.org
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surface of  electrocatalysts and the factors that have 
an impact on them. This is because identifying these 
centres  is essential to improving the overall efficiency 
of electrochemical devices that operate at the  electrode/
electrolyte interface. The significance of surface 
structure, nanoparticle size and shape, and  electrolyte 
composition in influencing catalytic performance was 
highlighted in the work. Important  elements for the 
identification of active centres were clarified, and the 
study brought to light issues  that the authors believe 
should be addressed in a similar domain [7] conducted 
a detailed investigation  of the challenges involved in 
incorporating hydrogen into the energy networks of the 
Netherlands,  identifying hydrogen as a critical medium 
for mitigating climate change and improving energy  
security in the shift to sustainable energy. The study used 
a mixed-methods approach, integrating  findings from 
an extensive examination of the literature, analyses of 
policy documents, assessments  of 59 field initiatives, 
and in-depth discussions with 33 important stakeholders 
from various  industries. Key stakeholders in the 
Dutch hydrogen industry were not only identified and 
categorized  by the study, but it also shed light on how 
they relate to one another and the difficulties that arise 
during integration. In their examination of the situation 
of fuel cells in the automotive sector, [8]  highlights 
the necessity of a practical strategy to lower total fuel 
cell costs and promote integration.  By addressing the 
fundamental issues impeding the adoption of fuel cell 
electric cars (FCEVs), [9]  expand the viewpoint and 
provide a tactical road map for a smooth transition. The 
techno-economic performance of various hydrogen 
shades is thoroughly examined by [10], who offer a 
sophisticated  knowledge of the obstacles and possible 
solutions for the development of infrastructure and cost 
effective hydrogen generation. [11] focus on the crucial 
element of hydrogen storage, highlighting  developing 
approaches for secure, lightweight, and reasonably 
priced storage devices while hinting  at the difficulties 
associated with low production rates and high 
commercialization costs. [12] expand  on this further by 
examining the challenges, developments, and prospects 
for fostering a low-carbon  hydrogen economy. They 
also explore the worldwide context of hydrogen as an 
alternative energy  source and classify its production 
into different colour spectrums. 

detailed  technological developments, especially in 
urban transit systems that involve land, sea, air, and rail  
transportation. The study also provided information on 
the use of FCs in consumer devices including  laptops, 
cellphones, chargers, and auxiliary power units (APUs), 
as well as compact power units for  military equipment 
and instructional packages also [4] recognized the 
significant significance of  hydrogen fuel cell vehicle 
(FCV) technology for both environmental protection 
and energy security,  and they performed a thorough 
investigation of the state of FCV technology in China. 
Policy support,  market application, and technology 
readiness level were the three key perspectives that 
the study  looked at. It highlighted the remarkable 
progress that China has made in the last ten years 
through  governmental policy initiatives as well as 
the efforts of businesses in the hydrogen and FCV  
industries. Nonetheless, the researchers found that 
ongoing financial and technological obstacles  prevent 
FCVs from being widely commercialized. The report 
focused on the distinct features and  critical concerns of 
every industrial chain sector, stressing the significance 
of resolving these  difficulties to ensure long-term 
prosperity. Furthermore, [5] examined the difficulties 
and  developments in the creation of hydrogen-fueled 
buses, with a special emphasis on urban  transportation, 
with a concentration on fuel-cell electric cars. The 
research carefully examined the  advancements and 
difficulties encountered in the implementation of 
hydrogen-powered buses, gathering, and evaluating 
relevant information from energy-related sources. Three 
key areas of the  development of fuel-cell electric buses 
were examined: production, efficiency, and consumption 
of  energy. In contrast to gasoline, gas, and battery cars, 
the first element discussed the qualities and  advantages 
of hydrogen supply for electric buses, underscoring 
the critical need to provide sustainable  and climate-
neutral public transportation. Assessing the well-to-
wheel, tank-to-wheel, delivery, and  storage losses of 
four different engine types—gasoline, diesel, gas, and 
electric—was done to solve  the efficiency problem 
whereas [6] explored the vital role that heterogeneous 
electrocatalysis plays  in developing carbon-neutral and 
sustainable pathways for the generation of chemicals 
and energy. The main topic of discussion was the 
importance of determining the active centres on the 
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MATERIALS ADVANCEMENTS 
Proton Exchange Membranes 

Proton exchange membranes, or PEMs, are an 
essential part of hydrogen fuel cell technology that  
affect the system’s overall performance and efficiency 
[13]. Because of their superior proton  conductivity, 
perfluorosulfonic acid (PFSA) membranes—such as 
Nafion—have historically been  used widely. However, 
difficulties with water management, limited temperature 
tolerance, and high  cost have prompted research into 
other PEM materials.Novel polymer blends have 
emerged as a  possible substitute for conventional 
PFSA membranes in recent breakthroughs. Some of the  
drawbacks of traditional PEMs have been addressed 
by blending polymers such as polybenzimidazole  
(PBI) with sulfonated polymers, which have shown 
increased thermal stability and cost-effectiveness  [14]. 
Furthermore, incorporating nanomaterials into PEMs—
like graphene oxide and carbon  nanotubes—has the 
potential to improve mechanical strength and proton 
conductivity while  mitigating some of the shortcomings 
of conventional materials. Simultaneously, conductive 
fillers,  including metal nanoparticles or conductive 
polymers, have surfaced as a means of augmenting  
PEMs’ electrical conductivity to enhance fuel cell 
efficiency overall across a range of operating  scenarios. 
To increase PEMs’ mechanical stability and chemical 
resistance, cross-linking techniques  have been 
investigated. This has enhanced PEMs’ longevity 
and reduced problems associated with  deterioration 
over time Moreover, the operating temperature range 
of fuel cells has increased due to  developments in 
high-temperature PEMs, such as hydrocarbon-based 
and phosphoric acid-doped  membranes [15]. This is 
especially important for applications that need more 
power density and  efficiency. To achieve scalability and 
affordability, researchers are constantly investigating 
cost effective alternatives, such as bio-based polymers 
and new production processes, to solve the  financial 
obstacles associated with existing materials. Going 
ahead, the path of PEM development  involves striking 
a careful balance between mechanical durability, cost-
effectiveness, and proton  conductivity. To expedite 
the commercial viability of hydrogen fuel cells, future 
research paths  should investigate innovative polymer 
chemistries, enhanced characterization techniques, and  

scalable production procedures. The development of 
Proton Exchange Membranes is an important  aspect of 
hydrogen fuel cell technology advancement, providing 
a means of improving efficiency,  robustness, and 
economic feasibility. Sustaining the shift to sustainable 
energy sources and  maximizing the potential of PEMs 
will need ongoing multidisciplinary work.

Figure 1. Overview of Polymer electrolyte membrane fuel 
cell [24] 

Traditional PEMs  

Traditional PFSA membranes have several 
disadvantages even though they are good at promoting  
proton transport [14]. Researchers are looking at other 
materials due to the high costs of producing  PFSA 
membranes, their limited temperature tolerance, and 
the difficulties they have managing water. These 
membranes are widely used, however their suitability 
for a variety of operating environments  and budget-
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conscious applications is questioned. Acknowledging 
these drawbacks, new  developments in the area have 
directed research toward exploring unique polymer 
mixes as possible  substitutes for conventional PFSA 
membranes. Combining sulfonated polymers with 
polymers,  including polybenzimidazole (PBI), has 
shown promise. This method alleviates some of the 
issues  related to traditional PEMs by improving thermal 
stability in addition to addressing the membranes’  
cost-effectiveness. Although proton conductivity has 
been mostly determined by classic PFSA  membranes, 
continuing research efforts highlight the need for 
materials that can balance cost,  performance, and 
operational flexibility Finding the perfect proton 
exchange membrane (PEM)  requires careful balancing, 
and scientists are working to develop creative solutions 
that can overcome  the drawbacks of conventional 
PEMs and eventually enhance and widely use hydrogen 
fuel cell  technology. 

Novel Polymer Blends

In hydrogen fuel cell technology, novel polymer blends 
have emerged as viable substitutes for proton  exchange 
membranes (PEMs). These blends seek to overcome 
the drawbacks of conventional PFSA  membranes by 
fusing the beneficial qualities of many polymers. The 
possibility for increased thermal  stability is one of the 
main benefits; this is important since it guarantees the 
long-term performance  and longevity of PEMs [16]. 
In addition, the search for new polymer blends aims 
to improve cost effectiveness, which is an important 
factor in the general acceptance of hydrogen fuel cell 
technology. 

Scalability and accessibility are made possible in a 
variety of applications by the possibility of  obtaining 
equivalent or better proton conductivity using more 
economically feasible materials.  Consequently, these 
mixes aid in the development of PEMs by providing a 
well-rounded.

Nanostructured PEMs  

Materials at the nanoscale, such as carbon nanotubes 
and graphene oxide, are included into the  membrane 
matrix of nanostructured PEMs [17]. By adding 
these nanomaterial’s, the PEM becomes  extremely 
electrically conductive, which improves the efficiency of 

proton transport inside the fuel  cell. Concerns about the 
longevity and structural integrity of the membrane are 
allayed by the  increased mechanical strength brought 
about by the vast surface area and special qualities of  
nanoparticles. Nanostructured PEMs are useful for 
more than only improving mechanical and  conductivity 
characteristics [18]. These sophisticated membranes 
perform better in a range of  operational environments 
and show increased resilience to deterioration. Moreover, 
the use of nanomaterials creates opportunities for 
modifying PEM characteristics, enabling scientists to 
design  membranes according to particular application 
needs. The potential of nanostructured PEMs to get  
beyond some of the drawbacks of conventional PEMs is 
what makes them significant. Because of  their special 
qualities, they are especially useful in applications 
where efficiency, longevity, and  flexibility under a range 
of operating circumstances are critical. Nanostructured 
PEMs are a potential  breakthrough that might usher in 
a new era of efficiency and dependability in hydrogen 
fuel cell  technology as researchers continue to explore 
the world of nanomaterials. 

Conductive Filters

Proton transport within the PEM is made more 
efficient using conductive fillers [19]. Electrochemical  
processes within the fuel cell are facilitated by the 
effective catalytic activity of metal nanoparticles,  such 
as those made of palladium or platinum. In addition to 
improving proton conductivity, this  catalytic activity 
raises the hydrogen fuel cell’s overall effectiveness and 
performance. Furthermore,  conductive fillers support 
PEMs’ mechanical toughness. By adding these fillers, 
the membrane’s  structural integrity is improved and 
worries about mechanical deterioration with prolonged 
use are  addressed. Because of their enhanced mechanical 
strength and proton conductivity, conductive fillers  are 
advantageous in the development of PEM technology. 

Conductive fillers are more useful than conventional 
PEM materials since they provide a mechanism  to 
modify the membrane’s characteristics for certain uses 
[20]. Conductive fillers are a flexible tool  for enhancing 
PEMs, and they are playing a critical role in advancing 
the overall efficiency,  durability, and application of 
hydrogen fuel cell technology as researchers investigate 
new materials  and manufacturing procedures
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Figure 2: Conductive Filters by [23] 

Catalyst Materials 

The selection of suitable catalyst materials has a 
significant impact on the catalytic activity of  hydrogen 
fuel cells [21]. Efficient proton exchange reactions 
have traditionally been associated with  conventional 
catalysts, frequently utilizing platinum. Recent 
developments in catalyst materials,  however, are meant 
to solve issues with exorbitant prices, scarce supply, 
and the requirement for  increased durability. 

Non-precious metal catalysts, including iron, cobalt, 
and nickel, are being investigated by researchers  to 
find more environmentally friendly substitutes. These 
materials aim to preserve or improve the  catalytic 
efficiency necessary for the best fuel cell performance, 
but they also provide a more  economical and 
ecologically friendly alternative. The incorporation of 
these substitute catalyst  materials is consistent with 
the overarching objective of increasing the economic 
feasibility and  accessibility of fuel cell technology [22]. 

Furthermore, nanomaterials have shown promise 
as catalytic supports, such as graphene and carbon  
nanotubes. Their large surface area and outstanding 
conductivity support more effective  electrochemical 
processes inside the fuel cell by facilitating efficient 
catalyst use. By enhancing  durability and performance, 
the combination of these nanomaterials and catalysts 
pushes the limits  of fuel cell technology.  

Electrode Materials 

In hydrogen fuel cells, the materials used for the 
electrodes are essential for promoting  electrochemical 

processes and overall cell performance. One layer of 
carbon atoms organized in a  hexagonal lattice, known 
as graphene, has gained attention as a potential electrode 
material [25]. Its  superior surface area and electrical 
conductivity enhance catalytic activity and facilitate 
effective  electrochemical reactions at the electrode 
interfaces. The incorporation of graphene improves fuel  
cells’ overall durability and performance. 

A further source of electrode material innovation is 
represented by transition metal oxides, such as  cobalt 
and manganese oxide. Excellent electrocatalytic 
activity and stability characterize these  materials, 
which makes them desirable candidates for fuel cell 
electrode applications. The goal of  transition metal 
oxide research is to lessen dependency on precious 
metals while preserving or  enhancing performance 
indicators. 

Carbon nanotubes (CNTs) have become more popular 
as electrode components than conventional  materials 
[26]. Because of their great mechanical strength and 
electrical conductivity, carbon  nanotubes (CNTs) can 
support catalysts and ease the transport of electrons 
during electrochemical  processes. This invention 
advances the creation of electrodes that are both 
lightweight and effective. 

Moreover, electrodes with complex shapes have been 
created using three-dimensional (3D) printing  methods, 
increasing surface area and improving mass movement 
inside the fuel cell. Electrodes that  are 3D printed 
provide enhanced functionality and customizable 
options, mitigating the drawbacks  of traditional 
production methods.

EFFICIENCY ENHANCEMENT 
TECHNOLOGIES 
A crucial factor in the development and broad use of 
hydrogen fuel cell technology is efficiency [27].  More 
recently, a variety of technologies have been developed to 
improve fuel cell efficiency overall.  These technologies 
range from sophisticated control algorithms to creative 
heat management  strategies. 

Advanced Control Algorithms 

Advanced control algorithms have become essential for 
maximizing hydrogen fuel cell performance  [28]. Real-
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time modifications to operational parameters are made 
possible by machine learning  algorithms and model-
based predictive control, which maximize energy 
production while  guaranteeing steady and effective 
performance. These algorithms help fuel cells respond  
dynamically, increasing their capacity to adjust to 
changing load circumstances and enhancing system  
performance. 

Waste Heat Recovery Systems 

The recovery and usage of waste heat produced by 
the electrochemical reactions occurring within  fuel 
cells is one aspect of efficiency improvement efforts. 
Sophisticated waste heat recovery systems  are designed 
to collect and reuse thermal energy, making the process 
of energy conversion more  efficient and sustainable 
[29]. The conversion of waste heat into power is 
made easier by the  integration of heat exchangers and 
thermoelectric materials, which enhances the overall 
efficiency of  hydrogen fuel cells. 

Thermal Management Techniques 

A crucial component of fuel cell efficiency, thermal 
management affects both lifetime and  performance. The 
goal of recent advancements in thermal management 
strategies is to keep different  fuel cell components 
running at their ideal temperatures Active cooling, phase 
change materials, and  sophisticated heat exchangers 
are some of the strategies that reduce thermal gradients 
[30],  guaranteeing even temperature distribution 
and halting material deterioration. Good heat control  
increases the longevity and dependability of hydrogen 
fuel cells in addition to their efficiency. 

The combination of efficiency enhancement methods 
makes hydrogen fuel cells more feasible and  competitive 
in a range of applications. The combination of cutting-
edge thermal management  strategies, waste heat 
recovery systems, and sophisticated control algorithms 
offers a comprehensive  strategy for increasing energy 
conversion efficiencies, which enhances the appeal of 
hydrogen fuel  cells as a clean and sustainable energy 
source.  

CONCLUSION 
Finally, a full analysis of current developments in 
hydrogen fuel cell technology is provided by this  study, 

with special attention to materials, design breakthroughs, 
efficiency gains, applications, and  difficulties. The rapid 
evolution of fuel cell components is highlighted by the 
multidimensional  research of novel polymer blends, 
nanostructured membranes, enhanced catalysts, and 
revolutionary  electrode materials. Hydrogen fuel cells’ 
adaptability is demonstrated by their design techniques,  
efficiency improvement technologies, and many uses 
in transportation, stationary power production,  and 
portable electronics. Even with the great advancements, 
there are still many obstacles to  overcome, including 
those related to cost, infrastructure development, and 
public awareness. It is  clear that hydrogen fuel cells 
have the ability to completely transform sustainable 
energy solutions as  we work through these obstacles. 
The efficiency of the technology is further increased by 
the use of  sophisticated control algorithms, waste heat 
recovery systems, and efficient thermal management 
strategies. Hydrogen fuel cells are expected to undergo 
constant improvement in the future, which  will need for 
ongoing multidisciplinary research, legislative backing, 
and industrial cooperation. By  providing insights into 
the present and potential future of hydrogen fuel cell 
technology, this study  adds to the larger conversation 
on sustainable energy and encourages coordinated 
efforts to realise a  future that is more energy-efficient 
and ecologically sustainable. 
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ABSTRACT
The review conducted in this paper focusses on study of various manufacturing methods of Microfluidic channels. 
Each of these methods exhibit certain challenges in manufacturing of micro channels of certain materials. Common 
challenges being formation of burrs on micro channels. This paper describes all such challenge in manufacturing 
of micro channels. Some sections of this paper collectively compare different manufacturing methods of micro 
channels using the same material; some sections describe relative advantages of using one method over the others. 
Most prominent methods of micro channel manufacturing like Lithography, Wire Electro-discharge machining, 
Micro milling, Cryogenic machining have been discussed along with their manufacturing challenges in this 
presented work. Some of the solutions to challenges have also been presented in this review work.

KEYWORDS : PDMS, WEDM, LIMM, AWJ.

INTRODUCTION

Microfluidic devices represent a crucial 
technological advancement in the field of fluid 

mechanics, enabling precise manipulation and control 
of fluids at the micro scale level. These devices, also 
known as lab-on-a-chip systems, have revolutionized 
various fields including biotechnology, medicine, 
chemistry, and engineering. Microfluidic devices have 
emerged as powerful tools in various fields such as 
biomedical engineering, chemistry, and physics due to 
their ability to manipulate fluids at the micro scale level. 
These tools provide accurate control over fluid flow, 
opening up a variety of uses for chemical synthesis, 
medication delivery, and diagnostics, among others. The 
growing demand for microfluidic devices has led to an 
increasing need for scalable and efficient manufacturing 
techniques. The present review aims to give a thorough 
overview of the several methods of manufacturing 
used in the development of microfluidic devices. 
From traditional techniques such as soft lithography 
to advanced additive manufacturing processes like 3D 
printing, each method offers unique advantages and 
challenges that influence their suitability for specific 

applications. The present article attempts to be a useful 
tool for microfluidics researchers, engineers, and 
practitioners by combining the most recent technical 
advancements and research discoveries. It will 
facilitate the design and construction of contemporary 
microfluidic devices with improved functionality and 
performance by revealing areas for future study and 
development and offering information about the most 
recent manufacturing techniques currently in use. 
Microfluidic devices can be fabricated using various 
techniques such as soft lithography, micro-machining, 
and 3D printing. These methods allow for the creation 
of intricate micro channels, valves, pumps, and sensors 
on a chip substrate. Despite their immense potential, 
microfluidic devices also face challenges such as 
optimization of fluid handling protocols, integration of 
complex functionalities, standardization of fabrication 
techniques, and scalability for mass production. 
Microfluidic devices also face major challenge of 
manufacturing of Micro-channels. 

Burr formation is common problem prominently seen 
in manufacturing of Microfluidic devices. Specifically, 
the review focuses on assessing the manufacturing 
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steel stencil is crafted using an ONA WEDM AE400 
machine. Subsequently, the Sandblasting process 
complements channel printing on a copper sample. The 
stencil facilitates the transfer of the design onto the 
copper sample via a Sandblasting machine, originally 
designed for high-pressure cleaning of tough surfaces 
using solid sand particles. The Sandblasting machine 
exerts an outlet pressure load of 408 Kg, employing 
silica sand 90/10 as the abrasive material with particle 
sizes measuring 0.149 mm [1].

Abrasive Water-Jet Technology: The Abrasive Water 
Jet (AWJ) process, categorized as a non-traditional 
machining method, is gaining recognition for its 
proficiency in handling rigid materials, intricate 2D 
components, and stringent accuracy criteria. For the 
prototyping phase, an IFB (Integrated Flying Bridge) 
DWT (Dynamic Water Technology) machine is 
employed. In the research work; the trajectory design 
adopted a serpentine channel configuration, facilitated 
by proprietary 2D Flowpath FLOW’S software for 
machine control. To regulate the micro-channel depth 
while minimizing material removal rates, a specialized 
abrasive, HPA #100, was utilized. Calculations are 
made for initial parameters including pressure, nozzle 
tip distance, velocity, and material thickness. It was 
discovered after calibration that a micro-channel depth 
of at least 0.1524 mm could be reached. These outcomes 
were achieved utilizing the subsequent configurations: 
a water pressure of 107,484 kilopascals (KPa), a 
nozzle elevation of 3.81 millimeters (mm), a speed of 
1143 millimeters per minute (mm/min), and a material 
thickness of 0.762 mm. [1].

Polydimethylsilloxane casting: The most common 
way to prototype fluidic layers in academic research 
involves pouring a liquid called polydimethylsiloxane 
(PDMS) onto a mold. When the PDMS cures, it forms 
a clear rubbery material that can be taken off the mold, 
leaving behind the micro features. This method is 
affordable and can produce devices with very precise 
features using photolithography techniques to make the 
mold. PDMS was heavily used in early microfluidic 
research, making it popular in the industry. However, it 
has drawbacks like letting gas pass through easily and 
absorbing small molecules. Additionally, it’s not easy to 
scale up production using this method.

procedures for microfluidic devices in order to identify 
and assess the issues that arise during the manufacturing 
of microfluidic channels as well as to describe 
and evaluate their performance in micro-channel 
prototyping. Following are some of the methods of 
manufacturing of Micro fluidic devices:

Lithography: Lithography, typically employed in 
micro-scale systems and integrated circuits, achieves 
precise tolerances and smooth surfaces. It involves 
transferring patterns onto photosensitive material 
using radiation, such as UV light, in a sterile, dust-free 
laboratory environment. The following is a description 
of the prototyping process: Initially, silicon is utilized 
in the prototyping process as a wafer that functions as a 
mask. An insignificant amount of polymer and a curing 
agent are combined prior to the mask’s completion. 
After being placed into the silicon mold, the polymeric 
mixture solidifies to form the stamp’s shape. The 
following supplies are utilized in the wafer coating 
process: The trademark AZ 4620 refers to a photo-resist 
matter that is used to cover the silicon mask, while 
Hexamethyldisilazane, or HDMS, stimulates the resin 
to adhere to the oxide on the wafer surface. The curing 
process is either accelerated or regulated by a curing 
agent. [1].

Micro-End Milling: Machining methods tailored for 
miniature components, such as Micro-Turning, Micro-
End Milling, and Micro-Drilling, are increasingly 
favored for producing intricate features in various 
domains like electronics, biochemistry, and total 
analysis. Despite their capacity to attain high-quality 
standards, their utilization in microfluidic devices 
remains notably scarce, as per findings from the literature 
review. It was performed on a CNC Machining Center 
with the following steps: i)Geometry design, ii)Material 
selection, iii)Prototyping using CNC programming [1]. 
In their research work; they selected Geometry based 
on Hosakawa’s research work; selected material as 
Acrylic; they used HSS as a tool for machining.

Electro- Discharge Machining/Sandblasting: 
Utilizing a combined approach of Wire Electro-
Discharge Machining (WEDM) and Sandblasting 
presents a promising method for evaluating the 
manufacturing capabilities of small geometric features 
in prototypes. In experimental context, a stainless 
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Micro Injection Moulding: Microinjection molding 
is the most widely adopted and successful process 
for producing accurate microfluidic features at high 
volumes. The incredibly low cycle times, functional 
thermoplastic materials and high part-to-part accuracy 
makes it a desirable process to create features 
in microfluidic products. The main drawback of 
microinjection molding is that the mold tooling can 
easily cost more than $50,000 and take a few months for 
fabrication and process optimization. It’s a wonderful 
technique for high volume production, but it’s critical to 
make sure that a design is functional before scaling up 
to the injection molding process.

Applications for microfluidic devices have grown 
recently, and they are now a vital component of many 
life science businesses, including those involved in 
drug discovery in the pharmaceutical industry, clinical 
diagnostics, medicine, ecology, and agro-food. The 
main role involves managing tiny volumes of liquids 
within a system that has been miniaturized. The primary 
geometric component of microfluidic systems, the micro 
channel serves to release and transport fluid. In addition 
to having features with channels that are microns in 
size, microfluidics has a more complex architecture than 
microelectronics. The same systems and capabilities 
needed for large-scale fluidic handling such as mixers, 
pumps, valves, filters, and separators [2]. As a result, 
surface quality and feature accuracy are significant and 
directly impact functional performance, such as liquid 
flow rate. The most promising structural materials for 
microfluidic chips are polymers because of their low 
cost e.g., disposable after usage, variety in terms of 
optical and biocompatibility qualities, simplicity of 
sealing, and suitability for mass replication and rapid 
prototyping. One manufacturing technology that makes 
it possible to create complicated geometric features is 
micro mechanical milling, which is used to fabricate 
microscopic devices (micro feature sizes) from many 
types of material. This technique is a straightforward way 
to use polymer materials to create complex microfluidic 
device designs. Its benefits over other methods such as 
chemical processing, energy beam, or silicon etching 
are that it can create real three-dimensional features and 
has fewer restrictions on the materials of the workpiece. 
Moreover, because of its quicker production time and 
cheaper cost per unit, it is particularly well-suited 

for prototyping microfluidic devices. Micro milling 
provides more control over surface polish and higher 
geometric shape diversity than other processes now in 
use, such lithography. Micro mechanical machining can 
result in burr formation and poor surface finish because 
polymers are ductile.

The primary factor affecting the minimum chip 
thickness while machining PMMA is the depth of cut, 
which is followed by feed rate and spindle speed. A 
significant component of deciding the machined surface 
and dimensional quality is the machining conditions 
and approaches employed. Furthermore, the diameters, 
radius, and geometry of the cutting tool can restrict the 
sizes of the micro channels and the inside radius of the 
features.

LITERATURE REVIEW
The development of innovative manufacturing 
techniques capable of conforming to miniature 
geometric features has been encouraged by the need 
for constructing micro size systems for application in 
engineering, medicine, robotics, and informatics. In the 
particular instance of microfluidic devices, their uses 
are becoming more prevalent these days in fields such 
as biotechnology and medicine for the transportation of 
DNA, the separation of molecules, or the installation 
of drug delivery systems. The micro-channels, which 
are the primary geometric elements that make up micro 
fluidic devices, are mainly accountable for the discharge 
and movement of fluids [3]. The relationship between 
chip load and cutting edge radius in micromachining has 
been linked to burr generation [4]. Cutting soft materials, 
such as polymers, can easily produce burrs, which are 
undesirable for microfluidic devices because they can 
leak fluidic samples, clog microchannels, and result in 
catastrophic flow turbulence [5]. In micromachining, 
the minimum chip thickness is a crucial sign of the 
production of chips due to the size comparison between 
the cutting edge radius and the uncut chip thickness. 
This thin chip thickness has an impact on tool breakage, 
surface polish, and tool life. 

Koji Mishima and his team conducted research on a new 
method called Pre-Deformation-Assisted Cryogenic 
Micromachining to make special three-dimensional 
micro channels. Polydimethylsiloxane (PDMS) is hard 
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to cut using normal methods because it’s not stretchy and 
sticks together a lot. They suggested using a method that 
involves freezing PDMS with liquid nitrogen to make 
the cutting easier and faster. They did experiments to 
understand how this freezing method works for cutting, 
and they also tried a technique called Pre-Deformation-
Assisted Cryogenic Micromachining (PDCM) to make 
even more unique channel shapes. Their tests showed 
that they could cut precise and complex 3D micro 
channels quickly using PDMS [6]. Finally, he stated 
in his work that below the glass transition temperature 
of 150K, cutting ability improves, high adhesion 
vanishes, and PDMS stiffness increases substantially. 
An effective method for creating both micro holes and 
micro grooves is cryogenic micromachining employing 
a micro end mill. By using the PDCM approach, it is 
simple to create new channels like bent holes that are 
challenging to create using traditional methods.

Matsumara T. et. al conducted research on Machining 
System for Micro Fabrication on Glass. In his research 
work; he highlighted manufacturing difficulties involved 
in Polydimethylsiloxane (PDMS) substrate. Due to 
the elastic and sticky material’s room temperature 
instability, PDMS is challenging to machine precisely. 
One of the two methods listed below is typically used 
in order to allow machining soft polymer. The first is 
the high-velocity cutting method. The process with 
cooling assistance is the other. Both approaches have 
their foundations on increasing apparent stiffness. 
However, because the tool radius is too small to achieve 
high cutting speed, it is challenging to utilize the high 
speed cutting technique in micro milling and drilling. 
Soft polymer micro milling and drilling can be done 
throughout the cooling process. The glass transition 
temperature (Tg) of soft polymer materials is reliant 
upon the primary chain configuration of the polymer. 
The polymer transitions from a rubbery to a glassy 
state just below Tg, which causes a notable increase 
in stiffness. Additionally, it is anticipated that the 
suppression of molecular mobility will result in the 
disappearance of polymer stickiness. PDMS has a glass 
transition temperature of 150K, which is lower than that 
of any other polymer [7]. 

Shoji M. and Hasegawa T. conducted research on Three-
Dimensional Micro structuring of PDMS inside a Micro 
channel for Functional Microfluidics Devices. In their 

research work; they performed several experiments 
to identify nature of PDMS. They studied adhesion 
properties of PDMS over a range of temperatures. They 
verified that the suppression of molecular mobility 
results in the disappearance of polymer adherence [8].

Kakinuma Y. et. al. conducted their experiments on 
Micromachining of Soft Polymeric Material by applying 
Cryogenic Cooling. They performed experiments 
on soft polymers at a temperature of  -127 0 C. They 
examined the possibility of mechanical micromachining 
of soft polymers. They noticed that the cutting of a 
microchannel is made possible by the soft polymer’s 
transition from a pure ductile phase to a brittle phase. 
They came to the conclusion that decreased cutting 
forces are a direct outcome of a significant reduction 
in tool wear caused by cryogenic cooling. A cushion 
of nitrogen is formed between the chip-tool interface 
when the liquid nitrogen evaporates. During machining, 
this effect diminishes the cutting force. Less material 
adheres to the tool due to decreased friction and cutting 
temperature improves the quality [9].

Yokota K. in his paper on “An Introduction to 
Polymer materials” explained all the theory regarding 
polymeric materials at micro level. His research helped 
us to analyze and understand adhesion properties of 
polymeric materials [10].

Partha Mallick et. al. conducted review on cryogenic 
assisted micro-machining of soft polymer. According 
to them, Mechanical micro-machining techniques 
offer precise control over geometry, shape versatility, 
and highly finished surfaces, making them promising 
for micro-machining soft polymers. However, due 
to the lack of resistance in these materials at room 
temperature, cryogenic assistance becomes necessary 
for proper shearing during mechanical micro-
machining. Despite the potential benefits, the adoption 
of mechanical micro-machining for soft polymers has 
not been fully established, with only a few researchers 
worldwide sporadically employing the process. The 
purpose of this study is to present a concise overview of 
cryogenic-assisted mechanical micro-machining, with 
a focus on how successful micro-feature production in 
soft polymers depends on the integration of mechanical 
micro-machining principles and controllable aspects 
of cryogenic technology. The benefits of cryogenic 
conditions, obstacles in mechanical micro-machining 



www.isteonline.in     Vol. 47        Special Issue        No. 2    June 2024 320

Review on Micro-channels Manufacturing Methods and............... Sawant, et al

techniques, and advanced developments in cryogenic 
technology and their prospective application in soft 
polymer machining have all been reviewed. A detailed 
discussion is held regarding the physics of soft polymer 
behavior near the glass transition temperature (Tg) during 
cryogenic cooling.  They also covered how cryogenic 
machining affects polymer process performance 
parameters when compared to dry conditions and gave 
a thorough evaluation of sustainability in soft material 
cryogenic machining from an economic, social, and 
environmental standpoint. They compared cryogenic 
machining with other micro fabrication processes, such 
as micro-molding, and embossing [11]. 

Kushendarsyah Saptaji et. al. conducted research on 
Micromilling of Microfluidic channels using Tapered 
tool. The micro-milling method is frequently used in 
the production of molds with micro-sized features, 
which are essential for numerous applications, such as 
hot embossing. Burrs during micro-milling, however, 
provide a considerable barrier, particularly when their 
sizes are similar to the dimensions of the micro-milled 
feature. In order to reduce the development of top/side 
and exit burrs, this study examined the usage of micro-
milling tools with tapered geometry. Micro-milling 
tools of different angles, both tapered and straight, are 
used, and the burrs that are produced are inspected. 
An aluminum alloy was used in micro-milling tests 
to provide common favorable features found in molds 
for the production of polymer microfluidic devices. 
The results showed that the increase in taper angle 
is responsible for the decrease in burrs. In particular, 
the tapered tool leaves walls that are inclined, which 
helps to reduce exit burrs that are created during 
final face milling. It also greatly reduces top burrs. 
Additionally, embossing tests with the micro-milled 
tapered geometry molds show better results, which are 
ascribed to the taper’s ability to aid in mold release 
as well as the decrease in burrs. This study highlights 
the effectiveness of using tapered shape micro-milling 
tools to reduce burrs and improve performance in 
micro-milling applications, especially mold creation in 
the manufacturing of microfluidic devices. Significant 
variations in the top/side burr generation were seen in 
slot milling experiments carried out in both the down 
and up milling directions. Slot milling is shown to 
produce significantly more severe top burrs in the down 
milling direction. As shown in Figure 2, this was seen 

to be the case for both the tapered and straight milling 
tools. Regarding the surface finish appearance of the side 
walls, this was not the case. Regardless of whether the 
tool was tapered or straight, SEM micrographs showed 
that Compared to up milling, the side wall finish was 
substantially better during down milling [12]. Various 
milling tools used for experimentation can be seen in 
figure 3. Following figure 1 shows clearly the effect of 
using tapered tool in reducing burr formation.

Fig. 1: a1)Slot micromilling with straight tool, a2)Finish 
face milling with straight tool, b1)Slot milling with 
tapered tool, b2)Finish face milling with tapered tool [12]

Fig. 2: Scanning electron microscope results of burrs 
formed by (a)Down milling with straight tool and (b)
Down milling with 150 tapered tool, (c) Up miling with 
straight tool & (d)Up milling with150 tapered tool [12]
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Fig.3: Micro-milling tools(from left to right): straight 
tool, 150, 300, 400 and 500 tapered tools. [12]

K. Saptaji et. al conducted research on “Effect of side 
edge angle and effective rake angle on top burrs in 
micro-milling”. In micro-milling, burrs can grow to 
the same size as the features being generated, which 
is a common problem. Two main types of burrs occur: 
exit burrs along the machined surface edge and top/
side burrs on the workpiece’s surface. To address 
burrs, two approaches are commonly used: deburring 
after machining or reducing burr formation during the 
process. Deburring micro-scale features is challenging 
and must be done carefully to avoid damaging the 
features. Erroneous deburring methods or settings may 
result in residual stresses, dimensional inaccuracies, 
damage, and inadequate surface polish. Several 
machining techniques have been investigated by 
researchers to lessen burr formation. Using short edge 
radii, sharp single crystal diamond cutting tools is one 
efficient technique. However, these tools are costly and 
require precise machine tooling and vibration control 
for optimal performance. Another approach involves 
strengthening the machined wall’s edge using tapered 
milling tools, which has been reported to reduce burr 
formation [13].

Ghany, K. A. and his team conducted research on 
Cutting of 1.2mm thick austenitic stainless steel sheet 
using pulsed and Nd:YAG laser using a technique 
called Laser Induced Micro-machining (LIMM). LIMM 
employs a powerful laser beam focused on the material 
to remove material through ablation. Compared to 
traditional mechanical micro-machining, LIMM offers 
better efficiency in creating accurate geometries, 

removing debris, and achieving smoother surfaces. This 
is because the laser can be precisely focused, removing 
material only from the targeted area. In their study, they 
used the second harmonic of a high-power Q-switched 
Nd:YAG laser(Neodymium-doped yttrium aluminum 
garnet Laser) to create micro-channels with a width 
of 150 μm on mild steel. They conducted experiments 
varying the scan speed while keeping the laser energy 
constant. The results showed promising dimensional 
accuracy and shape of the generated channels. These 
findings suggest the potential for manufacturing micro-
gratings on mild steel, which could be important 
components in microfluidic applications [14].  Micro 
channels upto a width of 100 μm with a depth of 5.94 
μm has been successfully fabricated in this present 
work. Decreasing in width of the micro channel with 
increase in scanning speed as observed in this work is 
in agreement with the available literatures.

Kevin V. Christ et. al. conducted research on Micro End 
Milling of Polystyrene for Microfluidic Applications. 
Thermoplastic microfluidics can currently be 
prototyped using laser ablation, stereolithography, 
and micro end milling. Laser ablation is a fast and 
accurate method of material removal by the use of laser 
pulses; nevertheless, it changes the ablated region’s 
composition and has issues producing channels with 
rectangular cross sections. Stereolithography is a rather 
slow process with limited material alternatives that 
uses lasers to polymerize pieces of liquid resin. Using 
small end mills, micro end milling can produce three-
dimensional, high aspect ratio microscale features and 
remove material similarly to macro-scale milling. This 
process has been demonstrated lately for microchannels 
in PMMA thermoplastics and has proven successful in 
creating precision parts in metals. Polydimethylsiloxane 
(PDMS) is a common material used in research labs 
to produce microfluidic devices since lithography and 
molding are well-established procedures. Nonetheless, 
thermoplastics are frequently employed for mass-
produced polymer microfluidic devices due to their 
superior characteristics in numerous applications. Thus, 
there is a great need in research labs for methods to 
rapidly develop thermoplastic devices. They created 
microfluidic devices out of polystyrene using micro 
end milling. They looked into how burrs along channel 
edges, bottom surface roughness, and channel width 
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were affected by tool speed, feed rate, and depth of 
cut. They discovered that the optimal channels are 
obtained with low cutting depths and high feed rates. 
Several noteworthy aspects of the production process 
are revealed by microscope photographs of a milled 
micro channel in polystyrene. In comparison with 
the top surfaces of the polystyrene substrates, the 
channel bottoms are noticeably rougher. Secondly, 
there are differences in the channel width between 
the tool diameter and the required size. Finally, burrs 
are seen along the borders of the channels. Although 
these characteristics are part and parcel of the process, 
they can be reduced by carefully choosing the process 
factors. The dependence of burring, surface roughness, 
and channel dimensional error on feed rate, depth of cut, 
and tool rotation speed was demonstrated by surface 
reaction experiments. The dimensional inaccuracy 
varies between 10 and 20 μm for different parameter 
combinations. Exact measurements reveal minimal 
spindle runout, with a 10 μm baseline runout because of 
collet eccentricity. The contour plot’s lack of insensitive 
regions emphasizes how crucial it is to precisely modify 
process factors in order to achieve the best outcomes 
[15].

Research on micromilling of polymer materials 
for microfluidic applications was done by Ampara 
Aramcharoen et al. One practical method for creating 
microfluidic devices is micro mechanical milling, 
which can be used to efficiently and economically 
build complicated geometries. In particular, cutting 
techniques for micromilling of Polycarbonate (PC) 
and polymethyl methacrylate (PMMA) materials for 
microfluidic chip applications were described in this 
study. The suggested approaches demonstrated how 
well biocompatible polymer materials can be used to 
create microfluidic chips with complex micro channel 
and micro pillar array features using micro milling. 
Notably, the procedure may produce high aspect ratios of 
up to three and produces machined surfaces of excellent 
quality. Research on Polycarbonate and Polymethyl 
methacrylate materials focused on micro mechanical 
milling for polymer microfluidic applications. PC 
produces more burrs than polymethyl methacrylate 
because it is more ductile, particularly at deeper cuts. 
Size and aspect ratio of microchannels are limited by 
tool geometry. For intricate designs, smaller tools work 

well, but they also need more time to machine and are 
more brittle [16].

CONCLUSION:
Following point have been concluded from the Review 
work:

1) Burr formation is common problem arises when 
microchannels are cut using micromilling method. 
When Micro channels are manufactured by 
Micromilling method using micromilling tools on 
Aluminium alloy then, burr formation keeps on 
reducing with increase of taper angle of micro-
milling tool. Both top & Exit burrs formed can 
be reduced by selecting more tapered milling tool 
instead of straight milling tool.

2) It has been observed that top burrs are significantly 
more severe during slot milling in the downward 
direction.

3) While down milling produces more top burrs than 
up milling, it produces a smoother side wall surface.

4) Higher tapered tool angles produce a bigger 
machined edge angle, which can aid in further 
minimizing exit burrs produced during the 
subsequent finishing face milling procedure.

5) On traditional machining centers, tapered 
micromilling tools can be used to create molds 
with burr-free micro-features for embossing molds. 
Trials of hot embossing with a tapered mold 
design demonstrated good process performance, 
particularly in the de-embossing phase.

6) Below the glass transition temperature of 150K, 
PDMS’s cutting performance improves, its high 
adhesion vanishes, and its stiffness increases 
noticeably.

7) A good method for creating both micro holes and 
micro grooves is cryogenic micromachining with a 
micro end mill.

8) Compared to the typical Lithography process, the 
Micro-End Milling procedure can be employed 
in prototyping to create micro-channels with the 
proper geometry and surface finishing.

9) Microchannel cutting is less likely to be 
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accomplished with hard materials. On the other 
hand, hard materials with a reasonably excellent 
surface polish can have microchannels cut out of 
them using abrasive water jet technology.

10) Compared to other existing micro-mechanical 
techniques, the Micro-End Milling procedure can 
produce the original design’s shape with the fewest 
topographical errors.

11) Laser-induced micromachining is more efficient 
than mechanical micromachining when it comes to 
precise work or feature geometry, effective debris 
removal, and improved surface morphology.

12) For thermoplastic materials, it was discovered that 
the optimal channels are produced by low cutting 
depths and high feed rates.

13) When it comes to better surface morphology, 
efficient debris removal, and precise work or 
feature geometry, laser-induced micromachining 
outperforms mechanical micromachining.

14) Materials made of polycarbonates and 
polymethylmethacrylate were used in the 
experiments. Using a low depth of cut and low feed 
rate could improve the surface finish.
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ABSTRACT
Spur gears are widely produced in mass production by gear hobbing process as it reduces time and cost of 
manufacturing of gears. Increasing productivity, improving performance and reducing the cost of high good 
quality gears is need of today’s gear hobbing process, and this can be achieved by doing analysis and by making 
improvements both in quality and efficiency of gear hobbing process by reducing cost and by maintaining 
environmental sustainability. The major problem in gear hobbing is heat generation at the cutting teeth zone, 
various lubrication techniques and cutting fluids can be used to reduce heat generation at cutting zone, thereby 
increasing the life of hob and also improving the surface finish of gear tooth. In industries mineral based or 
synthetic cutting fluids are used for lubrication and cooling purpose. Generally, these cutting fluids are used in 
flooded condition, thereby increasing the manufacturing cost and also effecting the environment due to wastage of 
waste of large quantity of cutting fluids. Alternative lubrication technique such as minimum quantity lubrication 
can be used for hobbing process, as this technique can save a lot of cutting fluid as compared to flooded lubrication, 
also vegetable based cutting fluid can be used instead of mineral based cutting fluid. This work deals with study of 
Performance assessment of both the lubrication techniques under vegetable based and mineral based cutting fluid 
in terms of output parameters such as dimensional accuracy, surface roughness, MRR, machining time, machining 
cost, cutting temperature and environmental impact while manufacturing gears of different materials with different 
input parameters and different hob materials. Influence of Various input parameters of Hobbing and Lubrication 
system on output parameters can be studied to analyze the overall performance of hobbing process.

KEYWORDS : Flooded, MQL, MRR, Dimensional accuracy, Avg.roughness (Ra), Machining cost, Cutting 
Temperature.

INTRODUCTION

Spur gears are widely produced by gear Hobbing 
process, as it saves both cost and time in batch and 

job type production of spur gears. In Industry there is 
a huge demand of spur gears, as these gears are widely 
used in automotive and machinery applications [1]. 
Gear Hobbing is considered as the easiest method of 
manufacturing external type of gears such as spur, 
helical and worm types of gears. The hob is used 
as cutting tool in gear hobbing process, this hob is 
available in different sizes depending upon diameter 

of hob and hobs are available in different materials 
depending upon type of gear material to be machined. 
The gear profile is produced by the cutting edges, which 
are around the hob. In gear hobbing process the most 
important cutting parameters are, the hob speed (RPM), 
Feed (Rev/Min), hob Diameter, and the hob material. 
These parameters are to be selected based on type of 
gear to be produced, no of teeth on gears and type of 
gear material. Generally, depth of cut in case of spur 
gear manufacturing is kept constant, so as improve 
MRR. For any new gear material to be machined, pilot 
experiments are conducted to study the influence of 
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Minimum quantity lubrication (MQL) is a lubrication 
technique which can be used in machining processes 
such turning, milling and gear hobbing to reduce the 
consumptions of cutting fluid as compared to flooded 
lubrication. MQL works by supplying minimum 
quantity cutting fluid as the cutting zone thereby 
reducing the cutting temperature and friction. MQL 
provides lubrication and cooling effect as cutting fluid it 
is directly supplied at the cutting interface with the help 
of nozzle. In MQL both mineral based and synthetic 
based oils and vegetable based oils can be used as 
cutting fluid. 

The most important characteristics of MQL are that is 
eliminates excess use of cutting fluids, thereby reducing 
machining cost and cutting fluid disposal cost. This  
technique of lubrication is environmental friendly, as 
it does not pollute the environment and also reduces 
soil erosion. MQL as compared to flooded lubrication 
has many benefits but its performance in terms of 
machining needs to be evaluated when machining 
different materials under different input parameters 
[6]. In MQL a mist of oil and compressed air used to 
lubricate and cool the work piece. Micro-lubricant 
particle removes the heat by convention process of 
heat transfer in case of minimum quantity lubrication 
machining. Heat transfer coefficient of fluid plays an 
important in removing the heat from the cutting zone 
[7]. MQL eliminates the large amount of mineral oil-
based cutting oil and replaces it with a small quantity of 
lubricant mixed with air.  In MQL water soluble oil or 
neat oil such as mineral based or Vegetable based can 
be used. Performance of Vegetable based oil as cutting 
fluid can assessed when using this oil in MQL system 
[8]. The range of cutting fluid flow rate in case of MQL 
varies from (50–500ml/h). Supplying a small quantity 
of cutting fluid consumes less power and thus also 
reduces the total cost [9]. Figure 1. Shows the various 
components of a MQL system such as oil reservoir, 
piping system, MQL device and nozzle [10].

Strategies for Sustainable Manufacturing of Gears 
(Environment-Friendly Lubrication Technique

Application of large quantity of cutting fluids especially 
mineral-based cutting fluids may leads to environmental 
hazards, also use of large quantity of fluids is not 
desirable from economical point of view [5]. Disposal 

input parameters on output response such as dimensional 
accuracy, surface finish, MRR and machining time [2]. 
Proper selection of parameters is necessary in order to 
reduce the cycle time and to improving the productivity 
by maintaining the quality of gears. Different levels of 
parameters such as low and medium and high for hob 
speed, feed, and hob diameter can be selected in order to 
optimize the parameters for best result [3]. Along with 
machine parameters, lubrication system parameters and 
type of cutting fluid to be used are very important in 
order to reduce friction thereby reducing the cutting 
temperature. By selecting proper lubrication system and 
cutting fluid, life of hob can be increased and overall cost 
of machining can be reduced [4]. Selection of cutting 
fluids in gear manufacturing depends on various factors 
such as a. type of work piece material to be machined 
b. cutting parameters and c. method of application of 
coolant (Flooded lubrication, Mql, etc.). For example, 
neat oil is used which has sufficient viscosity to reduce 
friction and also to remove the heat generated at the tool 
workpiece interface [5].

METHODOLOGY
In this study, Influence of alternative Lubrication 
technique i.e., Minimum Quantity Lubrication (MQL) is 
studied against flooded lubrication using different types 
of cutting fluids and their performance is also studied in 
terms of hobbing efficiency, surface roughness, MRR and 
Dimensional accuracy while hobbing different material 
using different cutting tool (Hob). Study investigate 
and compare the performance of gear hobbing under 
Minimum Quantity Lubrication (MQL) and flooded 
lubrication by taking input parameters as cutting speed, 
feed and hob diameter. Output responses such as cutting 
temperature, surface roughness, machining time MRR 
and Dimensional accuracy.

Figure1.Components of MQL System
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of used cuttingoil is a major issue in flooded lubrication 
and this can be solved by using environmental-friendly 
lubrication technique such as minimum quantity 
lubrication [11]. Bio degradable vegetable based 
cutting oil can be used instead of mineral based to 
avoid the environmental hazards of cutting oil [12]. 
Other techniques of lubrication such as cryogenic can 
also be used for manufacturing of gears but its overall 
performance needs to assessed [7]. Vegetable based oils 
such as soya bean oil and sunflower oil can also be used  
under flooded and MQL conditions but its economical 
analysis and performance needs to be assessed [2]. 
Environment-friendly lubrication techniques include use 
of vegetable or bio degradable cutting fluids in order to 
avoid soil erosion [6]. In manufacturing of gears cutting 
fluid is required to reduce the friction and to provide the 
lubrication and cooling effect in order  to maintain tool 

life and surface texture of manufactured gears. After 
manufacturing of gears, these gears are again finished 
using gear shaping process in order to avoid backlash, 
noise and vibration. If proper lubrication is provided 
while manufacturing gears then the manufactured gears 
will be of good quality, which means less time and 
effort will be required in gear shaping process and this 
will indirectly save the cost of manufacturing gears[5]. 
While using MQL, factors such as chip removing 
capacity, lubricity, and effect on workpiece and tool 
life has to be considered [13]. Environment-friendly 
lubrication technique means lubricants and lubrications 
techniques that does not harms the environment and 
also consumes less energy to manufacture the machined 
components [06]. The summary of various research 
papers is reported in Table 1.

Table 1. Summary of Literature Survey

Sr. 
No

Author/
Journal 

Reference

Objective Input 
Parameters

Output 
Response/ 

Tool- Workpece 
Material

Methodology Result /Discussion Conclusion

1 Reference: 
1 S. V. 

Shewale and 
Prof. S. R. 

Suryawanshi 
IJERT-

Volume: 
5 Issue: 2, 

2016.

To find 
optimum input 

parameters such 
as hob speed, 
hob diameter, 
feed, and hob 
Material for 

improving the 
productivity.

Hob speed- 
160,180

and 200 RPM, 
Hob diameter- 
40,50,60 mm, 
Feed rate, and 
Hob Material- 
M2, HSS, D2, 

Workpiece 
Material- EN8

Cycle time. 
Hob Material- 
M2, HSS,D2, 
GearMate rial-

EN8.

Taguchi 
method was 
used to find 

themost 
effective 

parameter 
in terms of 
reducing 

cycle timeof 
gear hobbing 

process.

The most effectiveand 
significant parameters was 
found to be feed followed 

by Hob speed. Hob 
diameter and hob material 

is found less significant 
in terms of reducing cycle 

time of gear hobbing 
process.

Performance 
assessment of 

Gear hobbing can 
be done in terms 
of productivity 
improvement 
for other gear 

materialsand at 
different level of 
input parameters 

such as hob speed, 
feed, hob material, 
and hob diameter, 
to find the most 
optimum value .

2 Reference:2 
Vishal Kharka 

and Kapil 
Gupta.Elsvier 
Journal-Jan 

2022.

To evaluate 
and assess 

performance 
of spur gear 

hobbing process 
in terms of 

sustainability for 
three different 

lubrication 
conditions i.e. 
Dry, MQL and 

Flooded.

Speed of hob 
‘V’ and feed ‘f’ 
at three different 
levels each (i.e., 
15, 22 and 29 m/

min for speed 
and 0.32, 0.44 

and 0.56 mm/rev 
for feed).MQL 

parameters 
selected were 

flow rate, nozzle 
angle and air 
pressure as     

100ml/hr, flow 
rate 30◦ and 4 

bar.

Microgeo 
metry variation, 

tooth surface 
roughness, MRR. 
Hob Material was 

HSS and Gear 
Material uses was 

20MnCr5.

Full factorial 
method 

was used to 
design and 
conduct the 
experiments 
under three 

different 
lubrication 
conditions.

MQL results shows that 
it is environmental as 
compared to flooded 
as it consume very 

lesscutting fluid, also 
energy consumption in 

MQL is found to be less 
as compared to flooded 
by about 28 %. In Dry 

conditions results shows 
that there is more surface 
roughness and deviation 
in gears as compared to 

flooded and MQL.MRR is 
found to be more in flooded 

condition as compared to 
dry and MQL

MQL shows better 
performance 

as compared to 
flooded and dry 
lubrication in 

terms of aspects 
of sustainability 

andenvironmental 
impact social.

Whereas flooded 
lubrication is found 

to be better in 
termsof reducing 

cutting temperature 
and increasing 

MRR.
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3 Reference: 
3 Sujan 

Debnath and 
Moola Mohan 
Reddy Journal 

of Cleaner 
produc-tion, 
Elsvier July 

2014.

To study the 
performance of 
cutting fluids 

and lubrications 
techniques 
in terms of 

Environmental 
factors.

Vegetable based 
cutting fluid 
in Flooded 
lubrication, 

Vegetable based 
oil in MQL, 
Dry Cutting, 

cryogeni 
ccutting

Surface Finish, 
Tool wear, Tool 
Life, Machining 

cost

Literature 
Review

Vegetable oils 
are considered as 

environmentally friendly, 
as it does not harm 

the       environment. It 
also reduces workers 

health issues and problems 
caused by mineral based  

or synthetic based oil. 
MQL also shows similar 

performance under a 
given range of parameters, 

but when the range of 
parameters increases MQL 

performance decreases. 
Cryogenic cutting is found 
to be not economical and 

feasible in all cutting 
conditions.

The main 
advantages of the 
newly developed 
vegetable-based 

cutting oils are high     
biodegradability 

and 
environmentally 

friendly as 
compared to 

mineral-based 
cutting fluids. 
The vegetable 
oils are found 

to be alternative 
to conventional 

cutting fluids when 
machining under 
certain range of 

parameters.

4 Reference: 4 
Kapil Gupta 

and N.K. 
Jain Journal 
of Cleaner 
Production, 
Elsvier Sept 

2015.

To determine 
efficient 

technique 
of gear 

manufacturing 
which includes 
environment- 

friendly 
lubricants and 

lubrication 
systems which 

can reduce 
wastage and 

minimize energy 
consumption.

Different 
lubrication     

techniques such 
as cryogenic, 

MQL. 

Different types 
of cutting 
oils such 

as    synthetic 
cutting oils and 
Vegetable based 

oils.

Green Lubricant 
s and Lubrication      

Techniques,     
Advanced tool 
material and 

coatings

Literature 
Review

It is found that   
productivity can be 

increased and hob wear can 
be decreased under MQL 

and cryogenic by using Ti- 
doped AlCrN coated Hob.

High quality and 
surface integrity of 
gears along with 

economic efficiency 
and environmental 

sustainability 
(overall 

sustainability) 
can be  obtained 
by using MQL 

with environment- 
friendly lubricants 

and by also by  
using cryogenic 

lubrication

5 Reference:5 
Wojciech 
Stachurski 
Journal of 

Mechanical 
andEnergy 

Engineering 
Vol.1 May 

2017.

To determine 
the influence of 
different types 

of oil with MQL 
on the wear 
condition of 

Hob.

Varying 
parameters of 

hob speed, feed 
and depth of 
cut with two 
different oils 
-Esterified 
mineral oil 
and Refined 

rapeseed oil 
under MQL 
Condition.

Hob Wear (Wear 
of the rake face), 

Hob Material- 
High speed 

steel-HS6-5-2 
with module=3, 
Gear Material- 

42CrMo4

Experimental 
Methodology

Result shows that MQL 
with Esterified mineral oil 

reduces wear up to20% 
as compared to Refined 

rapeseed oil.

In Refined rapeseed oil, 
slightly higher cutting 

temperatures are obtained 
as compared to Esterified 

mineral oil.

MQL with 
vegetable oil - 

Refined rapeseed 
oil does not 

produce good 
results as compared 
to mineral oil but 
its performance is 
found to be near 

mineral oil in 
terms of MRR and 

surface finish of 
gears.
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6 Reference: 6 
Vishal Kharke 
jmr&t Journal 
Elsevier 2020.

To determine 
variation in 
total profile 
of gears and 
radial runout 

along with flank 
roughness so as 
to assess spur 
gear quality

Varying 
parameters 

of hob cutter 
speed‘V’, axial 

feed ‘f’ mm/
rev and depth 
of cut ‘d’-at 

three different 
levels using 

MQL Condition 
by using fatty 
alcohol- based 

lubricant.

MRR (mm3/min), 
micro geometry 
deviations( Fa, 
Fr) and surface 
roughness( Ra 

and Rmax) 
of gears, Hob 

Material- High 
speed steel- 

Emo5Co5 with 
module=3 and 

Outer diameter: 
80 mm Gear 

Material- 
20MnCr5, 

Number of teeth: 
16, Face width: 

10 mm

experiment l 
investigation 

using 24 
experiments 

(each 
parameter at 
3 different 

level to study 
the influence 

of input 
parameters on 
out response

High quality of gear was 
found with medium range 
of hob cutter speed. Low 
axial feed and medium 

level of depth of cut; The 
total profile variation is 
found to be 49.7 µm;run 

out error as 117.3 µ m and 
flank roughness values 
of Ra as 0.51µ m, and 

Rmaxas 5.23µ m. MRR 
increases with increase in 

Hobbing parameters- V, d,f.

Hobbing 
parameters and 

MQL conditions 
largely influence 

the surface 
deviations and 

surface roughness. 
Under MQL 

condition low to 
medium range of 

cutting parameters 
are found to be 
suitable when 

machining 
20MnCr5 material.

7 Reference: 7 
Vivek Rana 
and Kapil 

Gupta MDPI 
Journal Sept 

2022

To study the 
influence 
of MQL 

and flooded 
lubrication for 
gear hobbing 
process and to 
find the range 

of surface 
roughness, MRR 

and deviation

‘V’- 15,22,29 m/
min, axial feed 
‘f’- 0.32,0.44,0. 

56 mm/rev, 
depth of cut 
‘d’-2.25 mm 
(Constant). 
MQL-fatty 

alcohol- based 
lubricant, Q 
=100 ml/h, 
ά-30◦, P=4 

bar  Flooded- 
mixture of water 
and machining 
fluid ‘Servo cut 
S’ Q=2500ml/h

Total profile 
deviation ‘Fa’ 
Radial runout 

‘Fra’ (µm), 
Rmax, Ra 

(µm), MRR, 
microhard ness, 
Hob Material- 

HSS-Emo5Co5 
with module=3 

and Outer 
diameter: 54 mm 
Gear Material- 

20MnCr5, 
Number of teeth: 
16, Face width: 

10 mm

Full factorial 
experimental 

method

The study shows that 
proves that MQL is capable 
of        manufacturing gears 

with good accuracy and 
also better cooling and 

lubrication.

Flooded lubrication 
performance is found to be 
better in terms of surface 

roughness and MRR.

In MQL better 
lubrication is 

possible as cutting 
oil is supplied near 

to cutting zone.

The range of 
optimum cutting 
parameters needs 
to be selected for 

manufacturing 
20MnCr5 gear 
for increasing 

productivity and 
surface finish.

8 Reference: 8 
Shouli Suna 
and Shilong 

Wang Science 
direct, Elsvier 

Journal

To propose 
a model for 

predicting the 
gear hobbing 

geometric 
deviations and 
optimization of 
gear hobbing 

process 
parameters in 

order to improve 
the precision of 
gear hobbing 

process as well 
as lower the gear 
manufacturing 

cost

Hob parameters- 
Module (mm) 
2.5 Pressure 

angle (degree) 
20 Material M35 
Gear parameter- 
Module (mm) 

2.5 Tooth 
number 18 

Pressure angle 
(degree) 20 
Tooth width 
(mm) 12.5, 

Machine-5- axis 
(CNC) gear 

hobbing

Geometric 
deviations of left 

and right gear 
flank such as 

(Fα- total profile 
error, Fβ-total 

helix error, 
fp-single pitch, 

Fp- accumulated 
pitch error) No. 
of gears cut-5.

Particle Swarm 
Optimization 

and Back 
Propagation      
algorithm

The results show that the 
PSO-BP model improves 

the predicted accuracy 
of gear hobbing when 
compared with actual 
experimental values of 
geometric deviations.

Graph between PSO 
predicted geometric 

deviations and 
experimentally obtained 

geometric deviations shows 
that the error is less than 

5%.

The gear hobbing 
process parameters 
can be optimized 

to minimize 
gear geometric 
errors, and thus 

improve the gear 
manufacturing 
precision. The 
optimized. The 
optimize value 

of  V and f 
for minimum 

geometric 
deviations are 

found to be 253 
Rpm and 0.58 
mm/rev. The 

total deviation of 
the tooth profile 
(Fα) is generally 

considered as 
the main factor 
that affects the 
transmission 

process.
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9 Reference:9 
Wojciech 

Stachurski, 
Journal of 
Mechanics 

and 
Mechanical 
Engineering, 

Research 
Gate, Vol-16, 
January 2012. 
To determine 
the influence 
of Minimal 

Quantity 
Lubrication 
(MQL) and 

flooded 
lubrication in 
gear hobbing.

To determine 
the influence 
of Minimal 

Quantity 
Lubrication 
(MQL) and 

flooded 
lubrication in 
gear hobbing.

Cutting 
parameters 

applied: depth 
of cut ap=6.6 
mm, axial feed 
f=0.5mm/rev, 
cutting speed 

Vc=34m/
min, lubricant- 
MICRO 3000 

at the rate of 25 
ml per hour in 
MQL and 10 

Litre per minute 
in flooded.

Gear Material- 
42CrMo4 

(20HRC), Hob 
Cutter - HS6-
5-2high speed 

steel (m=3)

Hob Wear, 
Cutting forces, 

Ra

Experimental   
Methodology

The results indicate that 
the hob wear rate is similar 

for the MQL and for 
conventional flood cooling. 

This is also confirmed 
by the measurements 

of cutting forces, which 
values are comparable for 

both methods

The investigations 
have proved that 
the application of 

the MQL method in 
hobbing is justified.

Also, hob wear 
rate is similar for 
the MQL and for 

conventional flood 
cooling. This is also 

confirmed by the 
measurements of 

cutting forces. Also, 
efficiency of MQL 

method of fluid 
supply should be 

checked for higher 
hob wears, and for 
finishing cutting 
with low cutting 

depths.

10 Reference:10 
Genbao 
Zhang 

Proceedings 
of the 36th 

International 
MATADOR 
Conference, 

Springer 
Journal 2017.

To Select 
optimal process 
parameters for 
gear hobbing 
under cold 

air minimum 
quantity 

lubrication 
cutting 

environment

Speed, feed rate, 
depth of cut, Qty 
of lubricant, Air 

temperature

MRR Cutting 
Temperature, 

Hob Wear, 
surface finish

Taguchi 
technique

The  optimization results 
indicated that MQL of 40 

ml/h, cold air temperature- 
45℃ and a feed rate of 
0.2mm/r is essential to 

simultaneously minimize 
tool wear and tooth-face 

roughness.

ANOVA illustrates 
that quantity of 

lubrication is the 
dominant parameter 

followed by cold 
air temperature 
and feed rate in 
optimizing the 
machinability.

From the Taguchi 
optimization 
results, it is 

found that high 
MQL is required 
for minimizing 
both tooth-face 

roughness and Tool 
wear.

Table 2. Performance indicators in Gear Hobbing Process: Given below are the most important Performance indicators 
in Gear Hobbing process

Sr. No Performance indicator Trend in Industry Measuring Data /Measuring instruments 
required

1 MRR

Dimensional accuracy

High • Machining time, density of material

• Gauging and measurement system.
2 Cycle Time

Cutting Temperature

Surface Roughness (Ra)

Low • Machining time in minute or second

• Infrared Thermometer

• Surface roughness Tester
3 Machining Cost Low • Tool cost, coolant cost and material cost
4 Economic Efficiency

(In terms of machining cost)

High • Machining Cost

5 Productive efficiency High • Cycle Time (Machining time and MRR)
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RESULT AND DISCUSSIONS

Cuttng fluids performance in gear hobbing is very 
important as it reduces friction and thereby decreases 
cutting temperature and improves life of hob cutter and 
surface finish of gear tooth. Vegetable-based cutting 
fluids are environmentally sustainable and these fluids 
can produce better performance under selected range 
of cutting parameters and for low to medium carbon 
steel materials [9]. Ecological problems caused by 
conventional cutting fluids needs to assess as this  
not only harm the environment but also increase the 
cooling and lubrication cost due to overflowing of fluid 
[15]. Cryogenic cooling conditions are not feasible 
in all types of process and for all workpiece material. 
The high-quality gear was obtained, when hob cutter 
speed was medium, axial feed was low and depth of 
was medium while manufacturing gears using MQL 
conditions. Under flooded condition high ranges of 
cutting parameters are found to better for improving 
MRR and reducing cycle time [14]. Hobbing parameters 
such as V, d, f are capable of manufacturing gears with 
high accuracy, low hob wear and high productivity 
along with suitable cutting oil [8].

FUTURE SCOPE OF STUDY

Overall Performance evaluation of hobbing process 
can be done by considering machining cost and 
Dimensional accuracy. Bio-based cutting fluids & their 
performance can be studied for gear hobbing process. 
Detail investigation can be done to find the benefits of 
MQL and cryogenic cooling type of techniques for gear 
hobbing.

Further research on feasibility of different types of 
vegetable oils such as sunflower, soyabean, neem 
oil, palm oil etc. with minimal quantity lubrication. 
Opportunity for research on different types of vegetable 
oils under varying cutting conditions for better 
performance. Vegetable based lubricant performance 
can be assessed using MQL and Flooded lubrication 
for gear hobbing with different set of gear materials. 
Vegetable based lubricant performance can be compared 
in MQL and Flooded lubrication system.

CONCLUSION
In this study, objective was to find the optimum 
combination of process parameters to manufacture 
high quality m gears. Gear Hobbing performance 
evaluation can be done out in terms of various factors 
such as cycle time, efficiency, and economy etc. for 
different levels and variation of hob speed, feed, hob 
material, and hob diameter [14]. The main advantages 
of the newly developed vegetable-based cutting fluids 
are high biodegradability, environmentally friendly 
and economical feasibility. Nearly same performance 
of these fluids can be obtained under identical cutting 
conditions as compared to mineral-based cutting fluids 
[12]. Vegetable oil as cutting fluids has numerous 
advantages and is a best alternative to mineral based 
or conventional synthetic cutting fluids. Hobbing 
parameters and MQL parameters largely affect the 
gear geometry deviations and flank surface roughness 
[15]. Depth of cut was generally kept constant in many 
cases in order to improve MRR and to reduce cycle 
time. Higher values of hob cutter speed and axial feed 
are found to be most parameters for surface finish and 
dimensional accuracy of gears [13]. Gears produced 
in MQL conditions are found to be of good quality 
and low cost [16]. This study also shows that MQL 
is capable for manufacturing low and medium carbon 
steel gears with better accuracy, good surface finish 
and smoother operational performance due to its better 
lubrication action [11]. Conventional mineral based 
fluids used in gear hobbing have negative impacts on 
the environment and health of the machine operators 
thereby affecting the sustainability of the gear hobbing 
process [16]. It can be concluded from the literature 
review of research pares that MQL can improve overall 
performance of a machining process [18]. Selection 
of proper lubricant with viscosity is very important 
to obtain superior performance of MQL assisted gear 
hobbing process because effectiveness of MQL is 
significantly influenced by properties of the lubricants 
used besides the gear hobbing process parameters 
and materials of hobbing tool and workpiece [17]. 
The use of green lubricants will minimize the harmful 
effects on the environment and provides safe working 
environment to the machine operators thus improving 
sustainability of MQL assisted machining process 
[20]. In Flooded lubrication vegetable based lubricants 
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can be used to improve sustainability and economic 
efficiency while manufacturing high carbon steel gears 
[18]. The results of this study will be very helpful while 
manufacturing gears considering economic efficiency 
and environmental sustainability.
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ABSTRACT
This comprehensive review explores the status, challenges, and future prospects of solar energy in India. Numerous 
important topics are covered in the research, such as evolving business models, market dynamics, governmental 
frameworks, and solar energy technology. With an abundance of solar resources, India has seen a notable increase 
in solar capacity thanks to programs like the National Solar Mission. However, issues like sporadicness, high 
initial prices, and technological impediments continue to exist. In analysing the changing legislative environment, 
the study highlights the goals, accomplishments, and funding sources of the National Solar Mission. Initiatives at 
the state level and regulatory issues are closely examined, especially those about grid integration and net metering 
regulations. The overview of the solar energy market includes information on financing options, investment 
patterns, and new business models such as solar rooftop leasing and solar as a service (SaaS). The study includes 
benefits like lower carbon emissions, energy independence, and the creation of jobs in addition to drawbacks like 
erratic results and expensive initial expenditures. In this study, the future of solar energy in India is discussed with 
an emphasis on high goals, declining prices, technical developments, higher investments, and integrating solar with 
developing technologies. The study’s conclusions highlight solar energy’s ability to spearhead India’s sustainable 
energy transition and acknowledge its contribution to job creation, economic expansion, and environmental 
preservation.

KEYWORDS : Solar energy, Solar rooftop leasing, Solar as a Service (SaaS), National solar mission, Renewable 
energy

INTRODUCTION

India is a country that is poised for revolutionary 
change, located at the crossroads of population 

dynamics, economic growth, and the need for 
sustainable development1. India’s economy, which 
is among the fastest-growing in the world, has seen a 
sharp increase in energy consumption due to factors 
such as urbanization, industrialization, and population 
growth. In addition to creating affluence, this unheard-
of expansion has made it more important than ever to 
have a strong and stable energy infrastructure to power 
advancement engines.

An important factor in this paradigm change has been 
the development of renewable energy sources. India’s 
leadership in solar power generation has gained 
international recognition thanks to the government’s 
National Solar Mission. But there are certain 
complications with this move. Because renewable 
energy sources are intermittent, grid stability is 
impacted, which calls for advancements in energy 
storage technology. For the energy infrastructure to 
keep up with the changing needs of a fast-expanding 
economy, significant investments and modernization are 
needed. India’s journey through this complex landscape 
of environmental obligations and economic ambitions 
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technology. A more sustainable and cleaner energy 
future is also facilitated by the substantial contributions 
that hydropower and wind energy make to the renewable 
energy industry.

Figure 2: India Energy Situation (https://energypedia.
info/wiki/India_Energy_Situation) 

POLICY FRAMEWORKS AND 
REGULATORY LANDSCAPE
National Solar Mission (NSM)

Launched in 20107, the National Solar Mission 
(NSM) is a key policy framework that has greatly 
influenced the solar energy sector in India. The 
NSM sets aggressive goals for the expansion of solar 
capacity and is envisioned as a comprehensive plan to 
harness solar power and lessen the country’s reliance 
on foreign energy sources8. Promoting sustainable 
growth, improving energy security, and reducing the 
environmental effects of energy generation are the main 
goals of the mission.

Figure 3 : Growth of Solar energy in India[9]

is reflected in the energy sector, which has become 
a melting pot where the country’s commitment to 
global climate objectives and sustainable development 
meets. This comprehensive review seeks to delve into 
the intricacies of India’s energy situation, exploring 
the advancements, challenges, and future prospects 
that define this critical juncture in the nation’s energy 
trajectory.

SITUATION OF ENERGY IN INDIA
The dynamic interaction of several elements, influenced 
by India’s fast economic growth, growing population, and 
the need to address energy security and environmental 
sustainability, describe the country’s energy status2. 
India’s energy environment is characterized by a heavy 
reliance on fossil fuels, with coal making up most of the 
energy mix. In the past, this has been necessary to fulfil 
the growing power demand and provide energy access 
throughout a large and populated country. However, 
there are environmental problems because of this 
reliance on traditional sources, such as air pollution and 
greenhouse gas emissions.

Figure 1: Energy Situation in India (https://energypedia.
info/wiki/India_Energy_Situation) 

A discernible trend toward portfolio diversification in 
the energy sector has been observed in recent years, 
with a rising focus on renewable energy sources3. The 
government’s ambitious National Solar Mission and 
other renewable energy projects have greatly aided this 
transformation. Particularly in solar energy, significant 
progress has been made, and India is now among the 
world leaders in producing solar electricity4. The nation 
has significantly increased its solar capacity because 
of the large expenditures it has made in photovoltaic 
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The NSM’s set of precise goals for increasing solar 
capacity expressed both in megawatts and as a share 
of the overall energy mix, is one of its main tenets. The 
mission has seen significant progress over the years, 
with installed solar capacity growing significantly 
and solar energy output increasing10. These successes 
demonstrate how well the NSM is working to get India 
closer to a future with more renewable and sustainable 
energy sources.

REGULATORY CHALLENGES AND 
REFORMS
Reforms and regulatory obstacles are important factors 
affecting how solar energy develops in India13. The 
smooth integration of solar energy into the current 
electrical infrastructure is one of the biggest obstacles. 
Grid stability is threatened by the unpredictability 
of solar power output, necessitating creative fixes 
and infrastructure enhancements14. It is imperative 
to address these problems to guarantee a robust and 
dependable energy supply.

Furthermore, there are advantages and disadvantages 
to net metering rules, which are intended to encourage 
the use of solar energy. Although net metering enables 
customers to send excess solar power back into the grid 
to reduce their electricity costs, different areas may find 
different rules to be more efficient than others15. To 
promote the broad use of solar rooftop systems among 
residential and business consumers, it is imperative to 
examine and improve these rules. To support sustainable 
growth, the regulatory landscape must change to find a 
balance between advancing solar energy and resolving 
technological and financial issues. Ongoing regulatory 
changes will be crucial in determining the future of 
the solar business and guaranteeing its contribution to 
India’s energy transition as it grows.

MARKET DYNAMICS AND INDUSTRY 
TRENDS
Solar Energy Market Overview

Recent years have seen the solar energy business in 
India develop and change dramatically, establishing 
it as a major participant in the world’s renewable 
energy scene. The market has grown significantly as a 
result of favorable legislative conditions and technical 

developments, turning it into a hub for developers, 
investors, and innovators. Achieving energy security, 
cutting carbon emissions, and promoting sustainable 
development are the main objectives that have driven 
India’s solar energy sector to the forefront of the 
country’s energy transformation.

Figure 4: Solar power market size from 2022 to 2032. 
(https://www.precedenceresearch.com/solar-power-
market) 

The market summary demonstrates a strong rise 
in installed solar capacity, which is fueled by both 
distributed and utility-scale solar projects. The National 
Solar Mission in particular has been instrumental 
in setting high goals and fostering an environment 
that is conducive to solar investment16. Due to the 
competitive price of solar energy and the falling costs 
of photovoltaic technology, the industry is growing and 
solar power is becoming more and more appealing to 
consumers. 

Figure 5: Solar power market share by region, 2020 
(https://www.precedenceresearch.com/solar-power-
market) 
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However, there are still difficulties, such as the 
requirement for sophisticated energy storage systems, 
intermittency problems, and complicated grid 
integration. The overall outlook for the solar energy 
business is positive despite these obstacles as continued 
research and development is propelling technical 
advancements. India is aiming to have a more diverse 
and sustainable energy portfolio, and the solar energy 
industry is expected to be a key player18 in both 
supplying the country’s increasing energy needs and 
making a major contribution to worldwide efforts to 
tackle climate change.

Investment and Funding Landscape

The solar energy industry in India is characterized 
by a dynamic and ever-evolving ecosystem that has 
drawn substantial money from a range of domestic 
and foreign sources, as seen by the finance and 
investment landscape19. The industry has seen a 
boom in investment over the last ten years, fueled 
by technology improvements, favorable government 
regulations, and rising public awareness of the financial 
and environmental advantages of solar energy.

Venture capital and private equity companies have 
also demonstrated a strong interest in the solar 
sector in India, making investments in cutting-edge 
businesses and technology that are centred around 
solar energy solutions21. This infusion of private cash 
has broadened the funding environment and expedited 
technology breakthroughs, resulting in a more robust 
and sustainable solar economy.

Emerging Business Models

Solar Rooftop Leasing

Particularly in urban and heavily populated regions, solar 
rooftop leasing has arisen as a cutting-edge business 
model that is completely changing the landscape of 
solar energy adoption22. This approach tackles a 
major issue that affects customers in the residential, 
commercial, and industrial sectors: the initial outlay 
of funds needed to install solar panels. Under a solar 
rooftop leasing contract, the cost of buying, setting up, 
and maintaining solar panels on the customer’s property 
is borne financially by a third-party solar provider.

Figure 6: Future of Solar leasing in India (https://www.
greenworldinvestor.com/2017/09/12/future-of-solar-
leasing-in-india-advantages-and-leading-players/) 

To use the solar panel system, the customer usually 
enters into a lease arrangement with the solar supplier, 
paying a set monthly price in exchange. This charge 
takes care of the equipment, installation, and continuing 
maintenance charges. Customers who want to lease 
solar rooftops can take advantage of solar energy 
without having to make a sizable upfront commitment. 
This strategy democratises solar power access, opening 
up the renewable energy transition to a larger range of 
people and companies.

Solar As A Service (SaaS)

The business model known as “Solar as a Service” 
(SaaS) is radically changing the way solar energy is 
deployed, particularly for commercial and industrial 
organisations24. Under the SaaS model, solar 
developers or service providers take on responsibility 
for the ownership, management, and upkeep of solar 
systems on their clients’ properties. This eliminates the 
need for large upfront financial investments and the 
hassles of system ownership, giving companies access 
to solar electricity.

Electricity purchase agreements (PPAs), in which the 
client consents to purchase the solar power produced 
by the system at a fixed rate for a given length of time, 
are the foundation of the software as a service (SaaS) 
business model25. This cost is frequently set below 
the current grid electricity rates, offering businesses 
a strong financial incentive to switch to sustainable 
energy sources. 
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ADVANTAGES AND DISADVANTAGES 
OF SOLAR ENERGY IN INDIA
Advantages of Solar Energy in India

There are several advantages of solar energy in India as 
follows:

• Abundant Solar Resources: India is a great place to 
use solar energy since it receives enough sunlight 
all year round26. The nation offers a huge supply 
of undeveloped solar potential, which may be used 
to generate renewable energy.

• Reduced Carbon Emissions: One clean and 
environmentally friendly energy source that 
greatly lowers greenhouse gas emissions is solar 
electricity. Solar energy is essential to India’s 
efforts to tackle climate change as it helps the 
country meet sustainability targets and take care of 
the environment.

• Energy Independence: Reliance on foreign energy 
sources and fossil fuels is lessened with the use 
of solar energy27. India may improve its energy 
security and decrease its susceptibility to swings 
in the global energy market by utilising solar 
electricity generated locally.

• Job Creation: From production and installation 
to maintenance and research, the solar energy 
industry has the potential to create jobs at several 
points in the value chain28. Both social progress 
and economic prosperity may benefit from this.

• Low Operating Costs: Solar power systems are 
rather inexpensive to operate and maintain once 
built. The cost of producing solar energy has 
fallen down overall because to technological 
breakthroughs and falling solar panel prices.

Disadvantages of Solar Energy in India

There are several disadvantages of solar energy in India 
as follows:

• Intermittency and Weather Dependency: Because 
solar energy generation depends on sunshine, it is 
sporadic and weather-dependent. Cloudy days and 
nights cause little to no electricity to be generated, 
hence energy storage devices are required to 
provide a steady supply of power.

• High Initial Costs: Installing solar power systems 
might require a large upfront investment, despite 
the cheap operating expenses. Widespread 
adoption may be hampered by this cost aspect, yet 
government subsidies and incentives are intended 
to lessen the difficulty.

• Land Requirement: Large-scale solar projects can 
need a lot of land, which could cause conflicts with 
other uses of the property29. It is a task that requires 
careful thought to strike a balance between other 
land demands and the requirement for renewable 
energy.

• Technological Challenges: Challenges facing solar 
technology include grid integration, energy storage 
developments, and efficiency improvements. 
Maximizing the potential of solar energy in India 
requires overcoming these technological obstacles.

• E-Waste Generation: The production and 
elimination of solar panels have the potential to 
augment electronic waste30. Reducing the negative 
environmental effects of solar technology requires 
the development of efficient recycling techniques 
and e-waste management.

FUTURE PROSPECTS
It was demonstrated by Graphene Flagship researchers 
that employing few-layer MoS2 flakes as an active 
buffer interface layer may greatly extend the lifespan 
of perovskite solar cells 31.The future of solar energy 
in India holds immense promise and is poised for 
significant growth, driven by various factors:
• Ambitious Targets and Policies: India has 

established aggressive goals to increase its solar 
energy capacity, as seen by programs such as the 
National Solar Mission (NSM). The solar energy 
industry will advance if these regulations are 
maintained and even more ambitious goals are 
announced.

• Falling Costs: Solar energy has been getting 
cheaper over time, which makes it more and 
more competitive with other energy sources. It is 
anticipated that the cost of solar electricity will 
continue to decline as economies of scale and 
technological advancements take effect, making it 
a more alluring choice for broad use.
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• Technological Advancements: More affordable 
and efficient solar panels are anticipated because 
of ongoing research and development in solar 
technology. Improvements in energy storage, smart 
grids, and grid integration will raise the efficiency 
and dependability of solar energy systems even 
more.

• Energy Storage Solutions: Progress in energy 
storage technology, such as batteries, is increasingly 
essential to mitigating the intermittent nature of 
solar power generation[32]. The use of energy-
efficient storage systems will improve grid stability 
and provide a more consistent and dependable solar 
power supply.

• Increased Investments: India’s solar energy 
industry is drawing large amounts of funding 
from both local and foreign investors. Funding 
will be essential to the sector’s growth as financial 
institutions and investors realise the solar projects’ 
long-term potential and sustainability.

• Decentralized Energy Production: With solar 
energy, towns and companies may produce their 
electricity, contributing to the shift towards 
decentralised energy production33. This change 
promotes a more robust and inclusive energy 
environment and is consistent with the idea of 
energy democratisation.

• Job Creation: It is anticipated that the solar energy 
industry will expand and provide jobs in several 
sectors, including manufacturing, installation, 
maintenance, and research. Both social progress 
and economic growth are aided by the creation of 
jobs.

CONCLUSION
Conclusively, this wide subject highlight the complex 
terrain of solar energy in India, scrutinising its present 
condition, obstacles, and prospective course. India has 
risen to prominence in the world of renewable energy 
because to its plentiful solar resources and bold projects 
like the National Solar Mission. The assessment has 
clarified the astounding rise in solar capacity, which has 
been fueled by investment growth, cost reductions, and 
supporting regulations. Even with the advancements, 
there are still obstacles to overcome, such as sporadic 

problems, expensive initial expenses, and technical 
limitations. But legislative frameworks, regulatory 
environments, and new business models—like solar 
rooftop leasing and Solar as a Service (SaaS)—all point 
to smart methods to get over these obstacles and promote 
long-term growth. Future prospects for solar energy in 
India seem bright, with high goals, rapid technology 
development, and greater international cooperation. The 
industry is going through a revolutionary era, as seen 
by declining costs, rising community solar projects, and 
solar’s integration with developing technology. Solar 
energy is positioned as a key component of India’s 
energy transformation due to its potential for job 
creation, economic development, and environmental 
sustainability.

Realizing the full potential of solar energy and guiding 
the country towards a cleaner, more sustainable 
energy future will depend greatly on India’s continued 
commitment to creative policies, technological 
advancements, and international partnerships as it 
pursues its goals of energy security, economic growth, 
and environmental stewardship.
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ABSTRACT
This research focuses on a detailed analysis of several recent supplemental treatments used to friction stir welding 
(FSW). It includes annealing, isothermal ageing, solution heat treatment, mechanical powder mixing, accumulative 
roll-bonding, retrogression and retrogression & reaging application of high-power diode laser arrays for pre/post-
weld heating during FSW, and instantly pouring water. Ultrasonic assisted ageing is also covered, along with the 
introduction of the shielding gas around the tool. The distribution of the microstructures, change in microstructural 
and mechanical characteristics, and hardness are all reviewed. The impact of the FSW technique on the size of 
the matrix grain and the reinforcing particles is assessed. The study focuses on the development of intermetallic 
compounds under the impact of a powerful ultrasonic vibration process. Analysis of the flow structure is done. It 
is also examined how single-pass friction stir processing (SPFSP) and multi-pass friction stir processing (MPFSP) 
affect the mechanical characteristics and microstructure. This research emphasises a thorough literature review 
based on the various current FSW supplementary treatments and their influences on microstructure and mechanical 
properties.

KEYWORDS : FSW, Green technology, Supplementary treatments, Mechanical properties.

INTRODUCTION

FSW is a green solid state welding process used for 
joining of similar and dissimilar materials. A non- 

consumable tool pin is used in the friction stir welding 
(FSW) method to join two facing sections of workpiece 
material. Heat is produced as a result of friction 
between the rotary tool and the surface of the workpiece 
material, resulting in a softened region adjacent to the 
FSW tool. It is a new method of joining that is used 
to combine soft materials like alloys and aluminium. 
Currently, FSW works in a variety of sectors, including 
the railway, automobile, aircraft, and maritime. It was 
originally used to join soft materials. These days, high 
melting- temperature tool materials like titanium, 
nickel, and steels are joined using this procedure. It 
becomes difficult because the basis ingredients of two 
distinct materials differ in their chemical composition 

and mechanical characteristics. If the parameters are 
not appropriately chosen and treatments are not carried 
out, FSW has some flaws like poor corrosion resistance, 
tunnel fault, cavity, and void. In order to prevent or 
minimise such faults, various supplementary treatments 
are reviewed in this study, along with characterisation 
of the mechanical and metallurgical propertie [8 -14, 
24-26].

LITERATURE REVIEW
Y.S. Sato et al, [1] conducted research on accumulative 
roll-bonded aluminum alloy grade 1100 that was 3 
mm thick. ARB is the only current intense straining 
technology that can make huge, bulky materials by 
applying serve plastic strain to metallic materials. 
The accumulative roll-bonding during FSW may 
successfully prevent softening.
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as a result, the weld joint was too much stronger. Metal 
in UAFSW TMAZ and HAZ has a microhardness that 
is noticeably lower than in the corresponding FSW 
zones. Porosity was significantly reduced by UAFSW. 
The size of the stir zone was same for the both weld 
zones. The thermomechanically affected zone area of 
the UAFSW was 21% greater than the FSW weld joint. 
It supports for the reduction of the metal’s operational 
viscosity by the acoustoplastic effect. The overall area 
of heat affected zone in UAFSW was less than that of 
FSW weld joint. While UAFSW has an 8% smaller total 
area taken up by the three zones.

Sergei Tarasov et al, [5] Al-Cu-Li-Mg aluminium alloy 
that was 2 mm thick was subjected to an ultrasonic 
study of the FSW. 70 and 60 KN of axial pressure were 
applied. They discovered through their research that an 
ultrasonic vibration application created a homogeneous 
vibration velocity and it’s distribution along and across 
the weld joint. It reduces the size of the recrystallized 
grains in the weld joint stir zone.

Masoud Jabbari et. al. [6] studied the FSW experiment 
using 4 mm thick pure copper and 1350 aluminium 
plates. Before welding, the plates were annealed for two 
hours at 400°C. Their experiment’s findings validated 
that increased in tool rotational speed causes the grain 
size in the nugget zone to grow. Maximum hardness was 
attained at 900 rpm of rotation. At this tool rotational 
speed the maximum strength and the least amount of 
elongation of the weld joint were produced.

subsequent post-FSW heat treatment as well as the 
naturally aged temper. Their investigation revealed 
that-1) at a temperature of 200°C the initially present 
clusters were dissolve and do not reform after welding 
process due to lack of vacancies. At the temperature 
range of 250°C– 300°C the precipitation of platelet 
phases was most prominent after welding process and 
these temperatures temperature ranges. 2) When put 
under heat treatment after welding, the various weld 
zones show highly distinct ageing kinetics. 3) After 
the treatment T3 to a post-FSW T8 heat treatment the 
hardness heterogeneity was noticed significantly. These 
changes in hardening kinetics explain this heterogeneity.

P.M.G.P. Moreira et al, [15] welded aluminum alloy 
6061-T6 and aluminum alloy 6082-T6 by FSW. The 
artificial ageing at T6 condition was provided. They 

Huseyin Uzun et. Al. [2] employed AA2124/SiC/25p 
composite materials that were 6 mm thick. This 
composite was made by mechanical powder mixing 
with pressing of hot and then forging. Solution heat 
treatment (T4 temper) was used to treat the forged 
composite plating. The base material and the weld 
zone both include a relatively uniform distribution of 
fine and coarse SiC particles, according to EDX tests. 
In the weld nugget, the FSW can produce regions with 
high densities of tiny SiC particles. Additionally, the 
weld nugget displays considerable coarse SiC particle 
breaking. The average hardness value of the parent 
composite is 250 Hv. The weld nugget has somewhat 
higher average hardness values than the TMAZ. The 
electrical conductivity results gave a good indication 
that the AA2124/SiC/25p composite had an FSW seam.

Fig.1 Schematic of friction stir welding process.

P. Vijaya Kumar et al [3] analysed the impact of post- 
FSW treatment on the mechanical properties, including 
peak ageing (T-6), overaging (T-73), retrogression, and 
retrogression & reaging (RRA). Their research found 
that the stress corrosion cracking resistance is improved 
with the least amount of strength loss when materials 
are overaged (T73) from peak aged (T6) conditions. 
Welds may receive a T6 treatment if corrosion is not 
an issue.

Alexander et al. [4] the FSW on hot-rolled AA 2024 
aluminium alloy that is 10 mm thick. 32.28 KN of axial 
pressure was used. While FSW, ultrasonic aided ageing 
treatment was applied. As a result, the UAFSW sample 
has a more consistent microhardness distribution across 
the weld zones than the traditional FSW samples, and 
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achieve a junction that is devoid of defects and has the 
same qualities as the underlying material.

T. Saeid et al, [16] used 2205 duplex stainless steel that 
is 2 mm thick for FSW. Axial pressure of 14 KN was 
used for the procedure. To prevent surface oxidation, 
Ar shielding gas was passed around the tool. Sound 
weld joints were created for 50 to 200 mm/min traverse 
speed. A groove like defect was observed at 250 mm/min 
traverse speed as insufficient heat input was obtained. 
The interaction between the welding speed and the peak 
temperature in FSW is taken into consideration when 
interpreting these results.

Olivier Lorrain et al, [17] They employed 4 mm 
thick, T-6 rolled Aluminium Alloy 7020 in their 
experiment. Axial pressure of 1200 kg was used during 
the procedure. Unthreaded pin material flow was 
discovered to have the same characteristics as material 
flow utilising traditional threaded pins; material placed 
on the bottom section of the weld’s retarding side (RS) 
and the weld’s advancing side (AS), respectively; The 
tool is surrounded by a layer that rotates. The plunge 
force and the tool rotational speed the area of tool 
shoulder dominated zone. The cylindrical tapered pin 
flats can lessen this effect.

P. Prasanna et al, [18] utilised AA6061 aluminium alloy 
plate that was 5 mm thick and had undergone annealing 
and normalising heat treatment. 14 KN of axial pressure 
was applied during the FSW process. In the hexagonal 

pin profile tool, hardness was greater. The weld joints 
exhibits highest tensile strength.

M. Thoma et al, [19] Die cast alloys Al and Mg that were 
3.3 mm thick were used to study the FSW process. The 
procedure was carried out using ultrasonic technology. 
The procedure was carried out at a single location. 
The weld nugget shape and the microstructure of the 
welded joint are affected by ultrasonic vibrations. The 
joining materials were homogeneously mixed inside 
the weld nugget zone with the assistance of ultrasonic 
vibrations. The contact between magnesium and nugget 
was discovered to have two continuous intermetallic 
layers. The more vigorous swirling of the material at 
the connecting region was immediately noticeable to 
US- FSW.

Sunil Sinhmar et al, [20] studied the FSW process 
with 5 mm thick aluminum alloy 7039. The FSW 
method involved multiple passes. According to their 
analysis, the grain size and structure of the weld zone 
processed by earlier passes was somewhat coarsened 
by the multi-pass friction stir processing (MPFSP). 
While the ultimate and yield strengths suffered, the 
ductility increased from 13.5% to 23.6%. As a result, 
the longitudinal direction of ductility is higher than the 
traverse direction. Greater hardness is produced by the 
multi-pass friction stir processing (MPFSP) compared 
to the single pass friction stir processing (SPFSP). In 
comparison to the untreated alloy, stir-processed AA 
7039 has a reduced friction hardness.

Table 1: Summary of Literature Review

Sr No Name of 
author

Material Thick 
ness

Tool 
rotational 

speed

Welding 
speed

Supplemen-
tary Treatment

Material characterization & 
mechanical properties

1 Y.S. Sato et. 
al.

Al alloy 
1100

3 mm 500 rpm 12mm/s ARB The AR Bed material’s 
hardness has been significantly 

reduced. Small hardness 
reductions were observed in 
the TMAZ and the stir zone.

[21-23]
2 Huseyin 

Uzun et al
AA2124/
SiC/ 25p

6 mm 800 rpm 120 mm/
min

Mechanical 
powder mixing. 

T-4 temper.

Some coarse SiC particles crack 
and was visible in the stir zone 
of the weld joint
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3 P. Vijaya 
Kumar et. al.

AA 7075 8 mm 750 rpm 40 mm/
min

1) T-6 2) 
T-73 3) 

Retrogression 
4) 

Retrograssion 
and reageing

1) Under the Retrogression 
treatment condition, the yield 
strength and failure time 
were 184 days and 341 MPa, 
respectively. 2) In the instance 
of the RRA condition, it was 
175 days and 420 MPa.

4 Alexander 
et al

AA 2024 
Al alloy

10 mm 1000 rpm 200 mm/
min

Ultrasonic 
assisted aging

Tensile strength 156 MPa. 
Uniform distribution o f 
hardness throughout the weld 
joint zones.

5 Sergei 
Tarasov et al

Al-Cu- 
Li-Mg

2 mm 600 rpm 300 mm/
min

Ultrasonic 
application

Tensile strength 122 MPa.In 
fatigue testing, US-FSW joints 
achieve noticeably longer 
lifetimes under the same stress.

6 Masoud 
Jabbari et. al.

Pure 
copper 
/ 1350 

aluminu 
m alloy

4 mm 400,600, 
900,1200& 
1500 rpm

25 mm/
min

Annealing 
before FSW.

In the nugget zone, the 
increased tool rotational speed 
which causes to raise the grain 
size.

7 B. Malard 
et.al.

AA 2050 
T34

20 mm 400 rpm 200 mm/
min

AA 2050 Al-
Cu-Li alloy 

natural aging 
and tempering.

1) Around 200°C and 230°C are 
two crucial temperature ranges 
where early clusters dissolve 
but do not reform following 
welding. 2) When put under 
heat treatment after welding, 
the various weld zones show 
highly distinct ageing kinetics.

8 N.T. 
Kumbhar 

et. al

Al 5052 5 mm 1120 & 
1400 rpm

60,80, 
100 mm/

min

Partially 
recrystallized 

aluminium 5052 
alloy plates

The specimens were fractured 
in ductile mode of failure.

9 Mostafa S.S. 
et. al.

AA 6061-
O

8 mm 400, 500 & 
630 rpm

25 & 40 
mm/min

Post FSW 
heat treatment 
i m m e d i a t e l y 
after FSW 
of heating 
the samples 
in furnace at 
550°C for 2 
hrs and water 
quenching T-4.

The microhardness hardness 
dramatically decreased as 
rotation speed increased.

10 Jeong-Ung 
Park et. al.

EH 47 
steel

25 mm 50 to 2000 
rpm

60 to 300 
mm/min

Post weld 
treatment 

friction stir 
processing 

(FSP).

The fatigue life w a s 
increased by about 42%.
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11 R.W. Fonda 
et al

AA 2195 25 mm 180 1.7 mm/s Immediately 
pouring of 

water and Cool 
the plate.

Onion rings were observed in 
the weld nugget of spacing 0.58 
mm.

12 L.M. Marzoli 
et al

AA6061/ 
Al0₃/20p

7 mm 100,200, 
300,400, 
500,600, 

700 & 800 
rpm

50,100, 
150,200, 
250,300, 
350,400 
mm/ min

T-6 Tensile strength achieved was 
234 MPa.

The failure of the sample was 
out of stir zone.

13 L. Ceschini 
et al

7005 (Al-
Zn-Mg)

7 mm 600 rpm 300 mm/
min

T-6 The microhardness was similar 
as base material. The TMAZ’s   
hardness was increased.

14 A. 
Barcellona 

et al

AA 2024 
& AA 
7075

3 mm 1040 rpm 104 mm/
min

T-4, cooling in 
water, natural 

aging, T-6.

In TMAZ, a decrease in the 
material micro-hardness values 
is attained.

15 P.M.G.PM 
oreira, et al

AA 6061 
& AA 
6082 -

3 mm 1120 rpm 224 mm/
min

T-6 obtained 
with artificial 

aging.

Tensile strength 231 MPa. The 
weld edge line is where the 
failure happened.

16 T. Saeid et al 2205 
duplex 

stainless 
steel

2 mm 600 rpm 50,100, 
150,200 
& 250 

mm/min

Introduction of 
Ar shielding 

gas.

The groove-like flaw was 
observed during the process.

17 Olivier 
Lorrain et al

Al alloy 
7020

4 mm 100,500 
&900 rpm

0.17,0.3 
3,0.56, 
08 & 

1mm/ tu 
rn

T-6 rolled 
plates.

The characteristics of material 
flow using unthreaded tools are 
identical to those of material 
flow using  traditional  threaded 
tools.

18 P. Prasanna 
et al

AA 6061 
Al alloy

5 mm 1200 rpm 14 mm/
min

Annealing and 
normalizing.

Maximum  tensile  strength 210 
MPa. Tensile strength 90% of 
base material by annealing.

19 M. Thoma 
et al

Die cast 
alloys Al 

&Mg

3.3 mm - - Ultrasonic 
application.

Increased tensile strength 25%. 
Three times higher number of 
cycles. The corrosive  attack  
had  an impact on the welding 
zone.

20 Sunil 
Sinhmar et al

AA7039 5 mm 1025 rpm 75 mm/
min

Multi-pass 
FSW.

Increase ductility from 13.5% 
to 23.6% without negatively 
affecting UTS.

21 Jinmyun Jo Al 6061 6 mm 1200 rpm 4.5 mm/
min

Preheating The least amount of bending 
and distortion was seen during 
welding.

22 Dwight 
Burford et al

7075 & 
2042 
alloy

- - - Post welded 
aging

Temper T-81 and Temper T 73  
were  more  stable  in formation 
of precipitate morphology.
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23 D. 
Muruganan 
dam et. al.

Al alloy 
2024 & 

7075

5 mm 600 rpm 30 mm/
min

Post weld heat 
treatment T-6 
at 500°C, 1/2, 

1,2,4,6 hrs.

Better weldment is the outcome 
of improved grain structure. 
After heat treatment, about 50% 
of joints  exhibited  fracture 
strain.

24 M.A. 
Tashkandi 

et. al.

6061 Al 
alloy

6 mm 760, 1120 
& 1300 rpm

1 & 1.5 
mm/s

Adding alumina 
particles by 

volume 2, 4, 6, 
8, 10%.

As the volume proportion of 
alumina particles rose, the 
toughness  of  the  welded joints 
also increased.

Elsevier ltd- Materials and design, 28, 2007, pp. 1440-
1446.

3. P. Vijaya Kumar, G. Madhusudan Reddy, K. Srinivasa 
Rao, “Effect of post weld heat treatment on mechanical 
and stress corrosion cracking behaviour of AA7075 
friction stir welding”, International journal of u-and-e- 
service, science and technology, vol.7, No 4, 2014, pp. 
251-262.

4. ELISEEV Alexander, TARASOV Sergei, FORTUNA 
Sergei, RUBTSOV Valery, KALASHNIKOVA Tatiana, 
“Effect of ultrasonic application during friction stir 
welding on microstructure and properties of AA2024 
fixed joints”, Key engineering materials Vol. 683, 2016, 
pp. 227-231.

5. S.K. Nirgude, C.M. Choudhari, S.D. Kalpande, “A 
Review on Pre/Post Treatments Used in Friction Stir 
Welding”, International conference on Advances in 
Thermal System, Materials and Design Engineering 
(ATSMDE-2017) proceeding, MM_42, pp.55 VJTI, 
Mumbai, India.

6. S.Y. Tarasov, V.E. Rubtsov, S.V. Fortuna, A.A. Eliseev, 
A.V. Chumaevsky, “Ultrasonic-assisted aging in 
friction stir welding on Al-Cu-Li-Mg aluminium alloy”, 
International institute of welding, Springer, 2017.

7. Masoud Jabbari, “ Effect of the preheating temperature 
on process time in friction stir welding of Al 606-
T6”, Journal of Engineering, Hindawi Publication 
corporation, Volume 2013, Article Id- 580805,pp. 1-6.

8. B. Malard, F.De. Geuser, A. Deschamps, “Microstructure 
distribution in an AA 2050 T34 friction stir weld and 
its evolution during post-welding heat treatment.”, 
OATAO, Id- 16698, 2016.

9. N.T. Kumbhar, G.K. Day and K. Bhanumurthy, “ 
Friction stir welding of Aluminium Alloy”, BARC 
Newsletter, Issue No-321, July-August 2011, pp.11-17.

CONCLUSIONS
Mechanical powder mixing & hot isostatic pressing 
followed by forged composite solution heat treated 
(T-4 temper) material shows slightly lower hardness 
in TMAZ than weld nugget. Introduction Ar gas 
while FSW shows improved mean hardness value and 
the tensile strength of the weld joint. The annealing 
and normalising process uniformly distributed 
strengthening precipitates. By applying T-3, T-4, T-5 & 
T-6 heat treatments to FSW materials, we can improve 
the mechanical characteristics and joints resistance. In 
T-5 condition the hardness in stir zone slight increase 
at lower rpm. T-6 heat treatment with artificial aging 
shows better results; with comparable hardness, tensile 
strength, fatigue resistance with that of base material. 
T-6 treatment can be used where corrosion resistance is 
not concern. Effect of isothermal ageing was to decrease 
the hardness in the weld region. The preheating by 
HPDL will cause a reduction in tool wear. T73 can 
improve the stress corrosion cracking resistance. In 
partially recrystallized aluminium 5052 alloy plates, 
the specimens showed ductile mode of fracture. By the 
ultrasonic application increased tensile strength 25% 
and three times higher number of that normal process. 
It has more uniform distribution of hardness and having 
less area of HAZ. The US-FSW treatment is more 
suitable as it can done in single setting; so it can reduce 
the time and cost of the FSW process.
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ABSTRACT
Engine fins are designed to enhance the cooling efficiency of an engine by increasing the surface area exposed to 
airflow. Their primary function is to dissipate heat generated during operation, thereby preventing overheating and 
ensuring optimal performance and longevity of the engine or device. These fins are usually made of metal, such 
as aluminum or copper due to their excellent thermal conductive properties [1]. This paper deals with the thermal 
performance of engine fins with the putting of different types of notches such as rectangular and triangular are made 
up of aluminum al6063 and aluminum nitride escorted by deviating thermal conductivity was examined by using 
ANSYS [1,2]. By creating three dimensional geometries analyzed with ANSYS WORKBENCH 2024 R1 to obtain 
the best possible geometries with notch and material for the fins. Notches in engine fins serve several purposes 
such as increased surface area, enhanced air flow for more efficient heat dissipation [2]. The core objective of this 
paper is centered on elevating the heat transfer rate within automobile engines to meticulously selecting the most 
suitable materials and fin geometries for the cooling fins. We aspire to improve engine performance, efficiency, and 
reliability. Ultimately  contributing to advancements in automotive technology.

KEYWORDS : Notches, Heat flux, Thermal conductivity, Cooling efficiency, Ansys workbench, ANSYS2024 R1.

INTRODUCTION

Heat transfer by engines is a fundamental aspect 
of thermodynamics and mechanical engineering, 

playing a vital role in various industrial and technological 
applications. Engines are devices designed to convert 
thermal energy into mechanical work, with heat transfer 
being the driving force behind this conversion process. 
Understanding the principles of heat transfer in engines 
is essential for optimizing their efficiency, performance, 
and environmental impact.

One of the key challenges in engine design is managing 
heat transfer to maximize efficiency while minimizing 
losses. Heat is transferred through a variety of 
mechanisms, one of which is conduction. including 

conduction, convection, and radiation, each of which 
presents unique range of techniques and technologies, 
such as insulation, cooling systems, and heat exchangers, 
to control and optimize heat transfer within engines [2].

The heat must be effectively managed to prevent the 
engine from overheating, which can lead to reduced 
performance, damage to components, and even engine 
failure. Engine fins are specifically designed for motive 
to enhance the heat transfer and provides cooling effect 
during engine operation and overheating conditions. It’s 
increasing the engine’s surface area.

The heat transfer process in an internal combustion 
(IC) engine is vital for regulating temperatures 
and ensuring efficient operation. Heat transfer is a 
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by analyzing and creating the 3D modelling in ANSYS-
CFD fluent software [2].

Rajat Kumar et al. [2020]. In this paper studied about 
the static thermal analysis of fins models using ANSYS. 
The project focuses on enhancing the thermal properties 
of engine fins by utilizing wind flow to increase the 
heat dissipation rate. This is achieved by implementing 
principles that optimize the geometry, material, and 
design of the fins. The main aim of the study is to 
improve heat transfer efficiency and overall thermal 
performance [3].

G. Babu and M. Lava Kumar [2013]. The project 
researched on Heat Transfer Analysis and Optimization 
of Engine Cylinder Fins of Varying Geometry and 
Material,” focused on conducting analyses and 
refining optimization strategies. For the heat transfer 
characteristics of engine cylinder fins through 
modifications in geometry and material composition 
[4].

METHODOLOGY
The methodology presented herein details the process 
for conducting a thermal analysis of engine fins using 
ANSYS software. The aim of this research is to explore 
the phenomenon of heat transfer characteristics of engine 
fins under various notches, geometries and materials at 
operating conditions. By employing ANSYS’s powerful 
computational tools, our aim to optimize the design of 
engine fin to enhance heat dissipation efficiency and 
improve overall thermal performance. In this study we 
followed given flow chart below which shows basic 
designing process.

 

Introduction of Ansys 

Conclusion 

Problem 
statement 

Augmentation 
approach 

Comparing the 
results 

Creating 3D model Analyzing in Ansys workbench 

Fig. 1 Methodology

complex process involving several methods primarily 
Conduction is the transfer of heat through solid 
materials. Each configuration of shape, size, and 
material inherently offers its unique efficiency. Hence, 
the process of selection aims at identifying the most 
optimal combination that ensures the highest efficiency, 
consequently achieving the required heat transfer 
rate for optimal engine performance. Implementing 
extended surface areas on cylinder surfaces serves the 
purpose of augmenting the contact area with the fluid 
flow, thereby enhancing heat transfer efficiency [1, 4].

The core purpose of engine fins lies in dispersing 
the heat emanating from the engine. By build on 
a notch or notch-like features, airflow around the 
fins is enhanced and most significant to better heat 
dissipation Engine Cylinder Fins with varied Geometry 
and Material. Our primary focus lies in dissecting the 
thermal properties through alterations in the geometry, 
material composition, and thickness of cylinder fins 
[5]. Additionally, the notch can also contribute to 
reducing the weight of the fins without compromising 
their structural integrity, which can be advantageous 
in applications where weight is an essential aspect, 
especially within the aerospace or automotive sectors. 
Engine fins are specially designed for to improve the 
cooling, heat transfer efficiency, optimal performance 
of overall automobile engine [1, 5].

LITERATURE REVIEWS
For achieving main significance of objective to enhance 
the heat dissipation and improve cooling efficiency 
from engine by modification of engine fins with 
different shapes and material were analyzed in the past 
and recent year are following ways:

Aman lahre et al.[2023]. This project’s methodology 
compares the heat transfer of engine fins made of 
various materials under steady state conditions in 
order to determine the best material and fin geometry 
for improving thermal management and engine 
performance. [1].

K. Satishkumar et al. [2017]. It was researched to 
computational analysis of heat transfer through 
fins with different types of notches. In this study to 
investigate flow and heat transfer rate in automobile fins 
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Initially, we began our effort by collecting the necessary 
datasets related to the analysis and modeling of cooling 
fins. Thorough the examination of several review 
papers, we gained knowledge on the design processes 
and underlying mechanisms. Next, leveraging the 
capabilities of Ansys, we conducted a comprehensive 
analysis, which yielded conclusive results.

Geometries and material properties

ANSYS is a leading engineering simulation software 
suite utilized extensively in various industries to 
perform virtual prototyping, design validation, and 
performance analysis. The design process for the 
cooling fins involves utilizing ANSYS software. For 
this particular project, we have opted to focus on a 
100 CC automobile engine for which the cooling 
fins are being designed. In analysis, we have chosen 
aluminum nitride and aluminum alloy 6063 as the 
material of choice. Regarding the design specifics, we 
are exploring the incorporation of three distinct types of 
notches. These notches serve as critical features in our 
design analysis, contributing significantly to the overall 
performance and efficiency of the cooling fins. They 
are as follows: 1. Rectangular Fin without Notch 2. Fin 
with Rectangular Notch 3. Fin with Triangular Notch 4. 
Fin with Circular Notch       

 
Fig: 2 Rectangular Fin without Notch

 
Fig: 3 Fin with Rectangular Notch

 

Fig: 4 Fin with Triangular Notch
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Fig: 5 Fin with Circular Notch

Properties of Aluminum alloy (6063) and Aluminum 
Nitride

Table 1. Material Data of the Aluminum al.6063

Physical and Thermal Properties of 
Al alloy (6063)

Value

Thermal Conductivity 210 W/m-k

Modulus of Elasticity 68.9 GPA

Melting Point 600℃

Density 2.70 g/cm3

Poisson’s ratio 0.33

Table 2. Material Data of the Aluminum Nitride

Physical and Thermal 
Properties of AIN

Value

Thermal Conductivity 321 W/m-k

Modulus of Elasticity 310 GPA

Melting Point 2500℃

Density 3.26g/cm3

Poisson’ s ratio 0.25

3D Modelling of Fins

In this study we have created Three-dimensional model 
through Ansys. Fins model designed with the material 
selection aluminium alloy 6063 and aluminium Nitride. 
One of the common Mechanism We focused on the 
heat transfer performance by putting of three types 
geometries such as Rectangular, Triangular and Circular 
shaped fins with notches. Ansys Workbench was used 
to assess the results of a thermal simulation that was 
carried out using a computational fluid dynamics (CFD) 
software program.

The engine block’s coolant flow process, which 
transfers heat from the engine to the fins, is the basis 
for the simulation. The heat will then be released by 
the fins into the surrounding air, and the simulation 
will determine how hot the engine blocks and fins are 
overall. 

• Dimensions of the fin model

 Length of Fins = 90 mm

 Width of Fins = 20 mm

 Thickness of Fins = 1 mm

• Implementing boundary conditions under steady-
state conditions

 Convection conditions   =   25℃

 Ambient Temperature = 25℃

 Film Coefficient = 25w/m2k

Comparative Analysis of Result in Ansys workbench

Through thorough comparison, certain fin designs 
may exhibit superior heat dissipation capabilities, 
characterized by more even temperature distribution 
across the engine block.

In conducting the analysis, we operate within a steady-
state condition, a state where temperature remains 
constant over time. This condition signifies a balance 
where heat transfers into and out of the system reaches 
equilibrium, resulting in no observable change in 
temperature. By examining the system under these 
conditions, we can accurately assess the thermal 
behavior of the engine fins without the influence of 
transient effects. Temperature variations in different 
geometries are shown below.
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Fig: 6 Temperatures in Conventional Fin
 

Fig: 7 Temperatures in Rectangular Fin

 
Fig: 8 Temperature in Triangular Fin 

 
Fig: 9 Temperature in Circular Fin 

Table 3. Maximum and Minimum Temperatures of materials

Examining Heat Transfer Characteristics of Engine Fins with Varied Materials and Notch Configurations under 
Steady State Conditions:

Materials Notches Temperature (ᴼC) Heat Flux(W/m2 )

Maximum Minimum Maximum Minimum

Aluminium 
Nitride

Without notch 700 639.28 6.8928e5 15402

Rectangular Notch 700 640.65 6.6416e5 15434

Triangular Notch 700 640.55 6.6416e5 156985

Circular Notch 700 625.82 7.0539e5 44507

Aluminium alloy 
(6063)

Without notch 700 664.28 7.0773e5 16006

Rectangular Notch 700 665.02 6.8931e5 15500

Rectangular Notch 700 665.02 6.6417e5 15671

Circular Notch 700 655.91 7.3474e5 42111
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Comparison of all three types of Fins with 
Conventional Fins

 

Temperature Fluctuation 
720 

 

700 

 

680 

 

660 

 

640 

 

Without notch Rectangular Notch Triangular Notch Circular Notch 

Aluminium al(6063) Aluminium Nitride Maximum Temperature 

Fig: 10 Temperature fluctuations of different materials 
and geometries

Fig: 11 Total Heat flux of different materials & geometries

RESULT
Through this comprehensive analysis, we have derived 
insightful findings by comparing various notches and 
materials concerning heat transfer. Among the tested 
notches, it was evident that the Circular notch, when 
integrated into the conventional fin design, exhibited 
superior performance in terms of temperature reduction. 
After the comparison, we scrutinized the performance 
of two distinct materials are aluminium alloy 6063 
and aluminium nitride. In the absence of any notch, 

the conventional fin geometry showcased a significant 
temperature drop when fabricated from aluminium 
nitride, surpassing the performance of aluminium alloy 
6063.

CONCLUSION
The present study deals with optimizing heat 
dissipation within engine fins using ANSYS software. 
Different materials with various fin geometries, 
including rectangular, triangular, and circular notches 
were simulated. The result reveals that aluminium 
alloy 6063 and aluminium nitride both have higher 
thermal conductivity. By this analysis we found that the 
circular notch configuration. This particular geometry 
showcased superior heat transfer properties, making 
it exceptionally adept for the cooling requirements of 
automobile engines. All the above comparison shows 
that Aluminium Nitride with circular notch is better in 
heat dissipation than conventional fin material.
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ABSTRACT
n this study, radial over cut in the mechanically micro drilling process for CFRP-Titanium alloy stacked hybrid is 
estimated using the response surface approach. Spindle rate, feed rate, and Minimum Quantity Lubrication flow 
velocity are employed as inputs parameters to look into the radial overcut. To plan the testing, the CCD  method 
was employed. A mathematical model was constructed after 20 tests to link the impacts of various machining 
factors with radial overcut. ANOVA at the 5% level of significance yielded the significant coefficients. Based 
on the data, it was discovered that spindle speed has a substantial influence on radial over cut. The projected 
findings based entirely on established models are found to be in good connection with the expected values, with 
the coefficient of determination 0.7482 for radial overcut fitting the experimental data relatively well.

KEYWORDS : Mechanical micro drilling, Central composite design, Radial overcut, CFRP/Ti6Al4V, Response 
surface methodology.

INTRODUCTION

Mechanical micro drilling is capable of producing 
minute holes as long as the tool’s surface is 

tougher than the workpiece. This method involves 
repeatedly inserting and removing the drill from the 
hole, which creates a hole. The technique’s potential 
may be seen in its ability to drill holes as small as 50 
micrometres in metals, plastics, and polymers. Drill bits 
are used to cut holes in soft metals such as brass and 
copper. These drill bits are made of high-speed steel, 
tungsten, and other hard materials. Because more tiny 
and micro gadgets are being used, there is a growing 
demand for micro drilling, or creating holes that are 
smaller than 1 mm in diameter miniature drilling is 
most commonly used in the automotive, aeronautics, 
electronics, and therapeutic domains. [1-5]
Several studies looked on mechanical micro-drilling of 
challenging materials. According to a study by R Landge 

et al., mechanical micro-drilling of brass material 
was evaluated experimentally using speed, feed, hole 
depth, and machining time as input parameters. The 
mathematical modelling for the material removal 
rate  response were developed using response surface 
techniques. [6-7]

In order to create, enhance, and optimise processes, 
the Response Surface Methodology (RSM) combines 
several input parameters and analyses how their intricate 
connections effect the performance of the output 
variables as a whole. [10-11].  RSM creates the version 
utilising a statistical layout of test techniques, such the 
CCD, and then mounts ANOVA checks to measure the 
performance of the recommended model. To observe 
how input parameters impact responses, 3D output 
graphs can be employed. The RSM technique has been 
used extensively in studies to assess the effectiveness of 
industrial processes. [8-9], [12-13]
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Table 1. Central Composite Design & Results

Factors Response

Run Spindle 
speed

Feed rate :MQL 
flow rate

Radial 
overcut 

RPM mm/min ml/hr

1 30000 1.2 150 3.45

2 40000 1.2 150 28.24

3 30000 1.7 150 12.6

4 40000 1.7 150 15.7

5 30000 1.2 300 9.21

6 40000 1.2 300 11.13

7 30000 1.7 300 17.6

8 40000 1.7 300 20.8

9 26591 1.45 225 3.35

10 43408 1.45 225 32.25

11 35000 1.02955 225 25.51

12 35000 1.87045 225 20.11

13 35000 1.45 98.8655 2.36

14 35000 1.45 351.134 7.21

15 35000 1.45 225 5.12

16 35000 1.45 225 11.56

17 35000 1.45 225 8.35

18 35000 1.45 225 0.11

19 35000 1.45 225 8.35

20 35000 1.45 225 19.56

EXPERIMENTAL RESULT AND 
DISCUSSION
Twenty experimental runs for the CCD were performed, 
according to the machining data in Table 1. As illustrated 
in Fig. 1, an optical microscope (ALICONA) may be 
used to measure the diameter of machined holes on 
work materials. The output response, or radial overcut, 
is then calculated for each run and reported in Table 1.

The literature study found no published research on the 
micro-drilling of CFRP-Titanium hybrid material. In 
order to produce a mathematical radial overcut using 
input parameters, the response surface technique is used 
in this study. The suitability of the developed model 
was assessed using an ANOVA test, and the impact of 
input parameters on radial overcut was investigated via 
3D response graphs.

METHODOLOGY & EXPERIMENTAL 
WORK

The studies were carried out on, SMD10B CNC micro 
drilling machine. The machine’s  spindle has a capability 
of 6001 rpm to 60000 rpm. Lubricant oil was a brown 
transparent emulsified oil. CFRP and Ti6Al4V grade 
5 workpieces were employed in the trials. CFRP and 
Ti6Al4V were stacked using Araldite AW134 Epoxy 
resin. Solid carbide (coating thickness 0.2 micron) was 
employed for the current investigation. For the purposes 
of this investigation, a micro drill with a diameter of 0.4 
mm and a point angle of 135 degrees was used.

   (1)

Here, dt denotes the tool’s diameter whereas djt denotes 
the size of the hole after machining.

The RSM which investigates how the performance of 
the response variables is influenced by the extensive 
interconnections of the input variables, is an excellent 
tool for building, improving, and optimising processes. 
The response surface is often characterised by the 
following equation [14]:

   (2)

Using statistical analysis of experiments techniques like 
the CCD, RSM develops the model and then employs 
ANOVA tests to evaluate the suggested model’s efficacy. 
The CCD technique, a type of experimental design, was 
used to construct the trials. Using the statistical program 
Design Expert 13.0, one can determine the regression 
model’s coefficients based on the experiment’s findings.
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Fig.2 ALICONA optical microscope

Mathematical model for radial overcut and ANOVA

The DoE software and the pertinent data from Table 1 
were used to create the mathematical model, which was 
used to relate how the machining settings affected the 
size of the radial overcut. The quality of fit of the model 
must be assessed before data analysis may proceed. 
The tests for the regression model’s significance, the 
significance of the model coefficients, and the test for 
poor fit are all a part of the model adequacy checking. 
ANOVA is used to achieve this goal. The quadratic 
model is statistically significant for radial overcut 
analysis, according to the fit summary. ANOVA Table 
5 presents the findings of the quadratic model for radial 
overcut.

The model appears remarkable based on its Model 
F-value of 3.30. Just 0.01% of the time may noise cause 
a “Model F-Value” of this size. Table 5’s “Prob> F” 
values indicate that model terms with 95% confidence 
intervals less than 0.05 are significant. A, AB, and B2 
were significant model variables in this situation. The 
model terms are not significant if the value is greater 
than 0.1000. If your model has many unnecessary words 
(apart from those necessary to maintain hierarchy), 
model reduction may help it.

The “Lack of Fit F-value” of 0.8510 indicates that there 
is no statistically significant difference between the Lack 
of Fit and the pure error. A “Lack of Fit F-value” this 

high might be due to noise with a 56.81% possibility. 
It also displays the R^2 and corrected R^2 values for 
the model. The better the response model matches the 
experimental data, the closer R2 is to unity. According 
to the calculated R-Squared value of 0.7482, the model 
explains around 74.82% of the ROC variance. A fair 
agreement can be drawn between the “Pred R^2” 
value of 0.4624 and the “Adj R^2 “ value of 0.5215. 
Furthermore, the “Adeq Precision” score of 5.5638 for 
this model suggests a sufficient signal and is higher than 
4. Utilise the design space’s navigational tools.

Effect of input parameters on the radial overcut

Radial overcut, a key aspect of micro drilling, impacts 
precision. Figure 2 illustrates how spindle speed and feed 
rate affect it, with medium settings yielding minimum 
overcut. Figure 3 shows that lower MQL flow rates and 
mid spindle speeds result in the lowest overcut. Figure 
4 indicates that optimal feed rates, MQL flow rates, and 
spindle speeds minimize overcut. Spindle speed affects 
overcut by influencing centrifugal force on lubricating 
fluid, while higher feed rates with increased spindle 
speed lead to greater friction and overcut due to heat 
and wear.. 

Fig. 2. RSM for radial overcut Vs spindle speed and feed 
rate 
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Fig. 3. RSM for radial overcut Vs spindle speed and MQL 
flow rate 

Fig. 4. RSM plot for radial overcut Vs feed rate and MQL 
flow rate

CONCLUSION
This study employs response surface methods to predict 
radial over cut in micro drilling of CFRP-Titanium alloy 

hybrid material. CCD is used for twenty tests across 
five levels of three input parameters. ANOVA analysis 
highlights spindle speed as highly significant, while rate 
of feed and Minimum Quantity of Lubrication flow rate 
are not. The mathematical model achieved a coefficient 
of determination of 0.7482, indicating good match 
with experimental data. Intermediate levels of spindle 
velocity  and feed notably reduce radial over cut. This 
approach can be extended to model other machining 
parameters and reactions in the future.
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